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Closed Loop
Threads from CSGNet

As announced in the last CSG newsletter, CSGNet, an electronic mail
network for individuals with control theory interests, was begun in
August 1990.  CSGNet now has about 40 participants in the U.S.A.,
Canada, Europe, and Australia, and it continues to grow steadily.

Since its beginning, CSGNet has been a remarkably active forum for
the discussion of control theory.  CSGNet has turned out to be an excit-
ing and convenient medium for sharing ideas, asking questions, and
learning more about control theory, its implications, and its problems.
Among the more active CSGNet participants are Bill Powers, Gary Cziko,
Rick Marken, Wayne Hershberger, Tom Bourbon, Chuck Tucker, David
McCord, Dennis Delprato, and Hugh Petrie.

A serious shortcoming is that to date there are no clinical participants.
This is most likely because most CSG clinicians are not affiliated with
university or research institutions having access to either the Internet
or the Bitnet electronic mail networks.  Nonetheless, at least one
commercial computer communications service, CompuServe, offers
access to Internet (and therefore to CSGNet) for its subscribers.  This
means that independent researchers and clinicians who do not have
institutional access to Internet or Bitnet can still participate in CSGNet.
They just need a computer, modem, telecommunications software,
telephone line, and money to pay for the connect time.

As this is written (January 1991), CompuServe’s connect time charges
are $6.00 per hour for 300-baud service and $12.50 for 1200- and 2400-
baud service (call toll-free 1-800-848-8990 for up-to-date information).
To obtain access via a local telephone number in most American and
Canadian cities, Telenet is probably the least expensive telecommuni-
cations service to link to CompuServe.  Telenet currently charges $12.00
per hour during prime time but only $2.00 during non-prime time
(evenings and weekends).  To make the most use of CSGNet at mini-
mum cost via a commercial service, participants should connect to the
service only for uploading and downloading mail.  In this way, mes-
sages can be composed and read off-line.  Two lower-cost services that
do not now have access to Internet but might have access by the time
you read this are GEnie and Prodigy.  GEnie currently charges only
$4.50 per month for unlimited access to its basic services, including
electronic mail.  There are no sign-up or connect time charges for
participation on CSGNet itself.

CSGNet’s Bitnet address is “CSG-L@UIUCVMD” (use no quotes in this
and the following addresses); “CSG-L@VMD.CSO.UIUC.EDU” is the
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address for Internet.  The messages sent to CSGNet via these addresses
will be forwarded automatically to all participants.  Use the address
“>INTERNET:CSG-L@VMD.CSO.UIUC.VMD” to reach CSGNet via Com-
puServe.  To become a CSGNet participant, initially send a note to the
network manager, Gary Cziko, at “CZIKO@UIUCVMD” (Bitnet) or at “G-
CZIKO@UIUC.EDU” (Internet).

Gary Cziko
217-333-4382

Last October, when CSGNet was just taking off, Bill Powers and Tom
Bourbon and I talked about publishing a sort of patchwork newsletter
stitched together from the Net’s conversational “threads.” I agreed to
consider the feasibility of such an undertaking and, if interest seemed
high, to start it off with the understanding that Tom and others would
provide assistance or take over as they were able.  I’ve been impressed
by the highly creative and substantive dialogue on the Net, and I sup-
pose that its quality will continue to flourish as more participate in the
discussions.  At least to date, there has been plenty of material worthy
of preserving and disseminating in a “digest,” which would also allow
Net participants—at the behest of the editor—to clarify and expand their
comments in light of reactions to them by other Netters.

The question, of course, is whether anybody else is excited by the
possibility of a CSGNet digest.  The following “threads” from the Net
will give an idea of what can be expected in a digest, except that for this
“sample issue’’ of the digest, I didn’t ask participants to elaborate on
their original statements.  Please let me know if you think the project is
worth pursuing to the extent of at least one full-size issue.  Would you
pay $10.00 per year for two issues of Closed Loop, each about 100 pages
(like these) long?  Would any of your non-CSG colleagues and/or local
libraries be willing to pay $20.00 per year? I’d appreciate any and all
comments and suggestions.

Greg Williams
606-332-7606

The Uses of Control Theory

Rick Marken:  Many people have the idea that the true test of the
value of a theory is whether it is “useful.” This seems to be particularly
true in the field of psychology.  One unquestionable reason for the
popularity of behaviorism is its apparent usefulness:  it tells you how
to cure “behavior problems;” raise children, manage people, etc.  I think
a case can be made for the proposition that cognitive psychology (and
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its variants) really came into its own when it learned how to sell itself
as “useful.” Thus, the popularity of Al (with helpful expert systems),
human-computer interface engineering (my own field), neural nets,
fuzzy logic (the Japanese use it in washing machines!?!), etc., all of which
are related to cognitive psychological theorizing.  Even Freudian,
Jungian, and other “clinical” theories are popular because they promise
to show you the source of your own problems:  they claim to be useful.

I am often asked, when I present control-theory ideas, “so, how can I
use this; what will the theory buy me?” I don’t think that I happen to be
running into an unusually utilitarian group of people.  I think all people
look at ideas in terms of what those ideas can do for them:  after all,
people want to be able to control things better; they are control systems.
The success of science in general (and of scientific theories in particu-
lar) is typically presented in terms of “look what science has made it
possible for us to do (control).” Science is seen as the handmaid of con-
trol; not as a window on understanding.

I submit that people’s interest in “usefulness” puts control theory at a
huge disadvantage in the public eye.  Things that are useful help us
control.  But control works best when practiced on objects that are not
themselves trying to control.  Control theory tells us that people are
trying to control.  Unfortunately, people have the nasty habit of mis-
taking “other people” for the kind of objects that can be controlled.  One
of the main goals of control theory (as I see it) is to teach people that
other people are not that kind of object (the kind that is more familiar to
physicists).  In fact, control theory suggests that efforts to treat people as
though they were controllable objects are likely to lead to conflict rather
than success. When there is conflict, there is no control on either side.

I don’t think that the message of control theory is “just leave people
alone and everything will be all right.” But the message is definitely not
“if you understand control theory you can get people to behave just the
way you want.” Many of the people who have asked me about the uses
of control theory have definite goals regarding how they want people
to behave.  These people tend to ignore a theory if it doesn’t say “in
order to get behavior Y you do behavior X.” It is difficult to convince
them that, in the long run, they will be able to achieve their goals more
successfully if they are more selective about what they try to control
(non-living systems) and what they try to cooperate with (living sys-
tems).

So, what do you think?  What is the use of control theory? How would
you communicate its usefulness to, say, an experimental psychologist,
the manager of a business, a plain old ordinary person?

Gary Cziko:  I think control theory can be very useful for education,
management, and clinicians (as demonstrated at our meeting), but

there is also a scary side as well.
If control theory tells us that attempts to control other people using

“peaceful coercion” ultimately lead to conflict and violence, then why
not start with conflict and violence from the beginning?  Saddam is
now controlling the oil production of Kuwait quite successfully by us-
ing  force.

Rick Marken:  I don’t think the control theory message is that “peace-
ful coercion” will necessarily lead to conflict.  In fact, peaceful coercion
could be quite successful.  Actually, it seems to work all the time.  I want
to eat and this company is willing to give me money so that I can.  I
understand that my role is to “work” for them—where “work” can mean
spending my time doing something that I prefer to do less than other
things.  I’m willing to make this exchange—the company “controls”
what I do, and I control the amount of money I get.  It works because, so
far, we are both willing to accept a little error—I don’t get nearly as
much money as I want, and they probably don’t get all the work they
would like to get out of me.  But we’re both happy.

Control theory just says that when you deal with a person, you are
dealing with a control system.  The result of that “dealing” depends on
how you deal with the control system and what the control system’s
current configuration is.  But it is true that if you try to control the con-
trol system “arbitrarily” (that is, without taking into account its pur-
poses), there is a good chance of conflict.  For example, if the company
decides that it will only pay me if I work in a certain way, and if it’s the
only company in town and I have no alternative means of getting money,
then there are likely to be problems if, for some reason, I don’t want to
work in that particular way.  If the company tries to control me
—meaning it will only accept seeing a particular kind of behavior on
my part—and if that behavior is something I just don’t want to do, then
there is conflict.

Most people deal with other people as people—they act as though
they understand that the other person is a control system and they show
respect.  You get into problems with very “purposeful” people who have
to have people behaving in just a certain way—no attempts at coopera-
tion.  These people treat people as objects.  When I control a hammer, I
want it to move exactly as I want it to move.  I don’t want to compro-
mise and say, “well, if you want to land a few millimeters closer to my
thumb then it’s OK with me—I understand that you have needs too.” I
don’t say that because the hammer has no needs or wants, and I can
control it perfectly—we never have conflicts.  But if I act the same way
with my daughter, son, or wife, I am probably looking at significant
conflict.

You brought up our current crisis with Hussein.  How would you
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analyze the situation from a control-theory perspective?  Obviously,
Saddam is an example of the kind of person I described above as “pur-
poseful.” He clearly wants something, and he is willing to engage in
conflict in order to get it.  I argue that conflict can never be a good
solution, even for the victor, since strong control systems will prevail
over weak ones in a conflict.  Conflicts are most interesting and obvi-
ously debilitating when both parties are about of equal strength (or
skill or whatever).  But even the winner of the conflict is a loser (in the
long run).  It is very seductive—winning a conflict looks like success-
ful control by the person who does win.  But I argue that it is a fool’s
paradise.  The winner then imagines that control can always be achieved
by force (not true), and the loser never really goes away.

I admit that there are many instances where the havoc being wreaked
by a control system is so bad for other control systems that there seems
no option other than forcible conflict (Hitler comes to mind, slave own-
ers, and possibly Saddam).  But can’t we think of ways to avoid getting
into these situations?  I just can’t believe that there are that many “evil”
control systems running around.

David McCord:  Rick, your interesting remarks suggested to me a
potentially very useful aspect of control theory—conflict resolution.
Conflict situations are often those in which two parties are controlling
the same input quantity around different, incompatible reference lev-
els.  From a control-theory perspective, though, we know that those
reference signals are merely the means to ends, outputs of control loops
one level higher.  Conflict resolution typically involves “going up a
level” in order to identify higher-level goals of each party that are not
fundamentally incompatible.  While this technique is included in many
different approaches to conflict management, control theory provides
a unique understanding of why the technique works.

Chuck Tucker:  I believe that the major argument for the usefulness of
cybernetic control theory (or what I call Sociocybemetics) is that it is a
model of how a system and process work.  This is the point that we
have made over and over again in our meetings—the model tells you
and everyone how living systems both individually and collectively
work—how they do what they do-how to fix something when it goes
wrong—how to make it possible for a system to destroy itself (positive
feedback)—how to suggest a system solve problems-how problems
can be located—and much more.  This is basically the argument for the
type of model we use and it differs drastically from the types of models
(theories) that are used by almost everyone in the life, social, and be-
havioral so-called sciences.  Now perhaps we need to catalog or collect
illustrations, examples, and stories about how the model has worked,

so we can have them handy to present to persons with whom we inter-
act.  I suspect that this network would be a good place to begin our list
of working examples of CCT.  How about it, mates???

“Revolutionary” Control Theory?

Chung-Chih Chen:  I have read “A Manifesto for Control Theorists”
by Powers.  It is really very interesting.  I like the idea of being a revo-
lutionary.  That is always what I want to be.  But it seems to me that it’s
very apparent that a living system can be regarded as a (feedback) con-
trol system used in engineering.  So I am very surprised that the mani-
festo claimed that it is a new idea for life science.  I wonder why life
scientists didn’t discover it before.

Rick Marken:  What is new, I think, is that the control of perception
(which is what feedback control means in organisms) is the fundamen-
tal organizing principle of living systems.  It is the fundamental orga-
nizing principle because what living systems do, at all levels of organi-
zation, from the cell to the organismic level, is carry out purposes—i.e.,
they control.  It is the fact that organisms control, rather than what they
control, that is of central importance to control theorists.  Control theo-
rists are more impressed by the fact that organisms control than by what
they control.  It is just as amazing that a cat controls the texture of the
food it eats as it is that a person controls the network of contingencies
that produce checkmate in chess.  It is the organizing principle that is
revolutionary:  behavior is the control of perception.

AI types seem to be more impressed by the kinds of complex vari-
ables that people can control than they are by the phenomenon of con-
trol itself.  This is certainly understandable.  I’d rather watch my kid
play chess than watch my cat chew.  It is the content of control, rather
than the organizing principle, that interests AI and cognitive science
types, in my opinion.  But Al types certainly know about control theory
and some have a pretty good feel for what it is about.  I was just looking
over Minsky’s Society of Mind book.  He has a couple of chapters on
“difference engines” which reflect a definite understanding of the pur-
poseful nature of their behavior.  (A difference engine is just a feedback
control system.) He definitely understands that these systems produce
goal results in the face of disturbance.  But he doesn’t really grasp the
idea that this means that they are controlling perception, not “output.”
So near, yet so far.

Ultimately, AI and cognitive science seem to have concluded that
control theory is just a subcomponent of a more overwhelming model
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of human nature.  I think if you look carefully you will find that this
overwhelming model is some form of external causation—where “ex-
ternal” could mean in the environment or in the brain/nervous system.
Just like the behaviorists, AI people often get very close to the underly-
ing principle of control (purpose) and then go off and do something
else instead.  Still, much of the AI/cognitive work is relevant to control
theory.  I see it as explorations of some program-level perceptions that
people control and how they might control them.  They also are more
explicitly concerned with control of self-produced perceptions (those
not produced via the external loop through the environment), such as
memories and imaginings.

So, finally, the control revolution is really based on taking purpose
seriously and understanding that purpose must be organized around
the control of perception.  For research purposes, this means that a large
part of understanding the human mind must involve learning the
nature of the perceptual variables that it controls.

Wayne Hershberger:  Chung-Chih Chen, welcome!  I understand your
incredulity.  I still do not understand how psychologists can fail to
recognize the fact that animals control their environments, to the de-
gree that they are able.  Indeed, we are all puzzled; read the introduc-
tion of William T. Powers (1978) Quantitative analysis of purposive
systems:  Some spadework at the foundations of scientific psychology.
Psychological Review 85, 417-435.

Tom Bourbon:  When Chung-Chih Chen expressed surprise that the
life sciences don’t embrace control theory, Rick replied that they are
close to the model, but are not quite there.  I’m not sure I agree, at least
not entirely.  It seems to depend on which sources you read.  If you
look at accounts in physiology and in “neuroscience” of the control of
movement via skeletal muscle, then there is little doubt that few life
scientists appeal to control theory as an explanation, and that many of
them reject the control model.

But the picture is quite different when the discussion shifts to internal
variables.  There, for several years, many physiologists have used a fairly
good control-system model.  Not the old, rather static models of “ho-
meostasis,” but models in which the “set point” (our “reference sig-
nal”) is compared to a negative feedback signal from sensors that detect
the present state of a controlled variable.  And the present state of the
controlled variable is a function of the output of the system (they now
recognize that the external variable, not the output function, is impor-
tant) plus the effects of disturbances of all sort.  If you want a good
representative text, try Human Physiology, R.F. Schmid and G. Thews
(Eds), Springer Verlag (1983).  There are many more.  This version of a

control process is so widespread that most authors do not even cite a
source—it seems to be taken for granted.

The biggest differences I see between their models and ours are these:
they still refer to a comparator as a controller; the error signal is still
called a command signal; and the perceptual signal is their negative
feedback signal.  And they do not yet realize that the perceptual signal
is the variable the system really controls.  Of course, we don’t help the
situation very much with our terminology—calling the external vari-
able the “controlled variable,” then chastising people when they do not
realize that the system controls its perceptual signal, is not terribly fair
on our part.

As for cognitive models...! If there were any remaining doubts that
they reduce to S-R models in I-O model clothes, those doubts are over.
Read “What connectionist models learn:  Learning and representation
in connectionist networks,” S.J. Hanson & D.J. Burr, Behavioral and Brain
Sciences 13(3),1990, 471-518.  On page 473 is a re-creation of Egon Bruns-
wick’s old “lens model” in which many environmental “inputs” con-
verge on, and are “focused by,” a lens (now called “unit processing”),
then there emerge many expanding outputs.  The inputs are now called
“fan in;” and the outputs, “fan out.” I’m not sure the model explains
anything more than Brunswick’s did.

More important, the authors dearly identify the goals of con- nectionist
modeling, as they see them:  to show how the “hidden layers” in the
model allow it to match outputs to inputs.  There it is, clear as day, the
thing we have known all along, but were criticized for saying:  most
“cognitive” models reduce to stimulus-response models by another
name.  The implications of this fact are great, given that
cognitive-neuroscientific theorists declare behaviorism “dead,” and their
models both superior and ascendant.  And a majority of them view
control models as just another version of cybernetic feedback models,
able to account for only a portion of “mere” sensory-motor coordina-
tion, if even that.  (See especially their remarks on p.  472, right-hand
column, and p.  481, right-hand column.)

Rick Marken:  Tom, I think we agree more than you think.  I do think
that the life sciences are often close to control theory (in my perception
of closeness) but, in science, a miss, even a near miss, is a mile.  The
reason they are close (in my perception) is because a stimulus-response
model can look an awful lot like a control model.  It can even behave
like one! And, as you correctly point out, the model that the life sci-
ences are ultimately trying to defend is some version of a stimulus-re-
sponse model.

A stimulus-response (or response-selection) model works when you
define the stimulus in a way that implicitly includes the reference condition.
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The stimulus-response model works because behavior is occurring in
a closed loop.  So the model can be called a stimulus-response model,
but it is really a control model with the reference signal implicitly set
to zero.  An excellent example of this same thing can be found in some
work on computer animation that I have stumbled across.  Here are
some references for those who are interested:  J. Williams and R. Skin-
ner (1990) Motion Control:  A notion for interactive behavioral anima-
tion control.  IEEE Computer Graphics and Animation, May, 14-22; V. Brait-
enberg (1984) Vehicles, MIT Press; C.W. Reynolds (1987) Flocks, herds
and schools.  Computer Graphics (Proceedings of SIGGRAPH), 21, 25-34.
These folks have built little control systems that follow things or move
to targets on the screen.  But they don’t think of them as control sys-
tems; they have sensors and effectors, so they “must be” stimulus-
response devices.  The devices exhibit some pretty impressive, goal-
seeking activity.  These researchers are sure that they are S-R devices
with no inner purposes.  But they are actually control systems.  The
sensor input does affect the effector output, but the effector output
also affects the sensor input; there is a closed loop.  The loop is stable
because there is 1) negative feedback, because they have set up the S-R
rule so that the output nulls the input, and 2) proper dynamics; there is
slowing of the output effects of the sort that we use when we write our
models of control.  That is, the output at time t is proportional to the
integral of the stimulus over time.

These “stimulus-response” devices are really control systems.  They
will reach their targets even when there is disturbance.  But they illus-
trate what I mean by “close, but no cigar.” These people are building
control systems and watching them behave purposefully.  But the re-
searchers don’t see this because they are guided by the unseen prin-
ciple that behavior must be guided by external events.

One thing that might be fun is to build some of these simple organ-
isms, but put in an explicit reference signal.  This should be a variable
reference signal, and, for now, it could just vary slowly and randomly.
Now we have an organism that is still “S-R” in the sense that these
researchers imagine, but one which is always clanging the definition of
the stimulus on its own.  The random changes in the reference produce
“spontaneous” behavior that cannot be controlled by an external ob-
server.  But it is possible to demonstrate that the behavior is still pur-
poseful and organized (nonrandom) by applying disturbances and see-
ing that they are resisted.

Tom Bourbon:  Rick, as for how close the life sciences might be to an
understanding of control, look again at the reference I cited as an ex-
ample.  There are many similar examples.  These people are not talking
about motor control.  Instead, they are describing the control processes

for internal variables.  In that field, the understanding has progressed
dramatically since only a few years ago–so much so that we risk alien-
ating a very large community when we say, flatly, that the concept of
control is not understood in the life sciences.  The reference signals (a.k.a.
set points) are explicit, not implicit; the output is not the object of con-
trol, rather, there are clearly identified controlled variables (external to
the control system); disturbances affect the controlled variables; and so
on.  Obviously, these are not the people who reviewed our manuscripts!

Look at the Schmid and Thews reference or at one of Mountcastle’s
more recent editions of Medical Physiology.  What you will see in no way
resembles the literature on motor control, or most of the literature on
“cognitive neuroscience.” I think you will be pleased:  it is science, not
seance.

Chung-Chih Chen:  Thanks for all comments on my surprise.  I am
looking for the suggested papers and studying the feedback control
system from the beginning.  I am still not sure if control theory is a
revolution.  I will tell you when I understand better.
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Closed Loop # 2
Threads from CSGNet

CSGNet, the electronic mail network for individuals with control-
theory interests, is a lively forum for sharing ideas, asking questions,
and learning more about control theory, its implications, and its prob-
lems. The following “threads” stitched together from just two of the
Net’s many ongoing conversations exemplify the rich interchanges
among Netters.

There are no sign-up or connect time charges for participation on CSG-
Net. The Bitnet address is “CSG-L@UIUCVMD” (use no quotes in this
and the following addresses); “CSG-L@VMD.CSO.UIUC.EDU” is the In-
ternet address. Messages sent to CSGNet via these addresses are for-
warded automatically to all participants. Via CompuServe, use the ad-
dress “>INTERNET: CSG-L@VMD.CSO.UIUC.VMD” to reach the Net.
Initially, you should send a note to the network manager, Gary Cziko, at
“G-CZIKO@UIUC.EDU” (Internet) or at “CZIKO@UIUCVMD” (Bitnet);
Gary’s voice phone number is 217-333-4382.
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The Method of Levels and Internal Conflict
Bill Powers [in reply to comments by clinical psychologist David

Goldstein]: When a client expresses confusion and frustration, I would
ask him/her to tell me how that feels. “Tell me what it feels like to be
confused or frustrated” (or whatever words he/she uses—you can ask
him/her if those are the right terms). “Is there some feeling that goes
with this in your body? Does it feel like a mental confusion? Is it like
being afraid? Some other feeling? What kinds of thoughts go through
your mind while this is happening? Is there something you’re thinking
about it right now?” And so on. Of course, when he or she has spent
enough time describing these things, you try to pick up on the next level
as it comes into view.

I probably haven’t explained this very well in previous writings. What
you’re looking for is really being acted out as much as described al-
though usually there is verbal content that goes with displaying the
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attitude. What you’re looking for isn’t the subject-matter under dis-
cussion (the method itself, in this case). It’s something that is about that
discussion. You mustn’t get suckered into joining the conversation. If
the person responds to your request by saying “I don’t know what
you’re asking me to do,” you don’t respond by explaining in more
detail what you’re asking the person to do. You ask the person to de-
scribe how it feels not to know what you’re asking for. You ask for
thoughts that go through the mind when that not-knowing is occur-
ring. You ask what feelings go with it. And the person will tell you.
You don’t need to explain much, because what you’re doing illustrates
what you mean.

If there is anything general to learn about therapy, it has to be at the
level of principles where all people are alike. All people control. All
control systems resist disturbances of their controlled variables. All ref-
erence levels, nearly, are specified as part of some higher-level process.
Reorganization follows attention. These are the things that control theory
has to say, provisionally, about therapy. The CT therapist uses these prin-
ciples to guide the exploration of a person’s organization, to lead the
person to see how that organization works or fails to work, and to help
the person find a point of view from which effective reorganizations
can be generated.

All roads, therefore, lead to the Method of Levels. The aim is to trace
the hierarchy of control upward to the point where there is a control
process that ought to be working but isn’t. Then you have to help the
person see why it isn’t working right. By “working right;” we must
mean “working so as to achieve still higher-level purposes.” This is the
only way to define a control problem that doesn’t assume some one
objectively right way for all people to be organized. The problem must
always be that some high-order goal is not being met. The place where
reorganization is needed, as far as therapy is concerned, is somewhere
in the middle, between the person’s highest levels and the lowest. The
lower-level systems, most generally, will be working correctly if there is
no organic problem. The highest-level systems are seeking the therapist’s
help and are on the therapist’s side (or the therapist should be on their
side). In the cooperative exploration known as therapy, two people learn
just which processes aren’t working so that higher systems can use them.
And one person reorganizes them until they do work.

Not every human problem, given this understanding, is a therapy
problem. Therapy will not provide missing higher-level systems. It
will not cure goals that are set at the highest levels in ways that guar-
antee conflict with everyone else. It will not provide the things that
education provides: understanding of the world, of other people; ac-
quisition of skills. It will not provide what spiritual searches provide:
the sense of harmony and beauty that makes a person feel whole, that
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makes life worth bothering with. Those things concern us all, and no
one of us is more than a learner in those regards. The end of the line in
therapy is not becoming a superbeing, but becoming an ordinary per-
son capable of entering the struggle along with the rest of us—getting
up to speed, as it were, for continuing a journey in a direction that is
not clear to anyone.

My initial interest in control theory came at a time when I finally real-
ized that it’s necessary to understand how people work before you can
help them (on purpose). I don’t doubt that people are sometimes helped
somewhat by existing psychotherapies. But the therapists don’t under-
stand why (they simply assume that it was their method that worked).
Therapy takes far too long and, as far as I can see, doesn’t get to the real
issues giving people trouble. You can certainly cite individual cases that
go against my generalization, because some individual therapists do
have a knack for helping, but you can’t show any case in which the
result could be predicted or explained. Not by any theory that I could
believe.

I think that the Method of Levels contains the essence of what is effec-
tive in psychotherapy: putting a person in a mental position from which
internal conflicts can be resolved. If this is all there is to it, vast numbers
of patients now undergoing psychological treatment should be released
from treatment. I think that is exactly what should happen. If a person’s
problem is ignorance and lack of skill, that person needs education and
training, not psychotherapy. If the person has organic damage, that per-
son needs medical help (which, unfortunately, will probably not be up to
the task, either). If a person’s problem is a lack of respect for the opinions,
feelings, and rules of others, that is a political problem and has to be
worked out through negotiation, with both sides taking equal responsi-
bility for the problem. The concept of people as autonomous control sys-
tems requires a completely new approach to human interactions, includ-
ing “helping.”

I don’t think that a control-theoretic approach to psychotherapy can
be developed unless we simply give up on all the older approaches,
throw them in the trash-can along with the theories they are based on,
and start over. Maybe what we come up with will turn out to resemble
different aspects of different older methods. Who cares? If that hap-
pens, it will just show why other methods didn’t fail all of the time,
instead of most of the time. We need to get rid of the bad guesses, the
fairy tales, the plausible ghost-stories, the irrelevancies that just con-
fuse the issues of therapy, and try to pare the process down to some-
thing that works for reasons we can understand, and with some degree
of reliability.

What I’m proposing is the following: If a person is having some sort
of psychological difficulty, the normal thing to do is to reorganize and

resolve it. When a person has the same difficulty for a long time, clearly,
reorganization isn’t working. A “difficulty” shows up in CT as an er-
ror signal that isn’t being corrected, or at least as an unreducible error
signal that shows up every time the person tries to use a certain con-
trol process. If an error signal exists and no action takes place to correct
the error, then something is preventing the action from taking place or
having its normal effect (manipulation of lower-order reference sig-
nals). The only strictly psychological way for this to happen is for a sec-
ond system to come into action every time the first system attempts to
correct its error, the second system canceling the output of the first
system. In short, conflict. Nothing can prevent an otherwise compe-
tent control system from correcting its error but a second control sys-
tem that is opposed to it. If, that is, the problem is of the sort we would
call psychological, and that is amenable to treatment through cogni-
tive interactions.

Now, what could keep reorganization from working? Only the failure
to bring it to bear on the systems responsible for setting up the conflict.
As these systems are necessarily of a higher level than the systems in
direct conflict, the locus of reorganization must be moved, somehow, to
those higher systems. The Method of Levels is one way to do that. There
might be others, but I don’t know what they are. Some successful meth-
ods might be nonverbal. Not all reorganizations that are needed would
be at cognitive levels.

Control theory suggests that the core of any psychological problem is
conflict. I do not believe any other explanations that I have ever heard.

There is nothing about control theory that requires you do to anything
to a patient that either you or the patient finds unacceptable. You are
always there, observing and aware of effects of what you do. Effects that
you are unaware of will happen no matter what you do. You can see
whether the observable effects are what you hoped for, just as you can
when you test any other theory. And perhaps uniquely to control theory,
you can see whether the process you have attempted to put into practice
has actually taken place—for example, whether your attempts to get a
person to move up a level have actually resulted in the person’s speaking
as if from a new point of view. So you can distinguish between failure of
the process and failure to get it working properly.

The point of the Method of Levels is not for the observer/listener to
make clever guesses that are correct. The point is not to discover what
might be going on in the person’s head, but what is going on. The point is
to draw the attention of the subject to the background processes, what-
ever they are. The observer gets no points for guessing correctly. The
speaker is the only one who knows what the background material is, and
the only one who benefits from noticing it. All the observer can do is
guess. A wrong guess is just as good as a right one, if the speaker corrects
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it. The speaker is the ultimate authority.
Furthermore, the background thought does not have any necessary

connection to the foreground subject matter. A person describing a pic-
ture might say “I see a barn,“ while the background thought is “What
is this joker trying to get me to do?” The listener can only guess use-
fully when the speaker makes specific allusions to some background
process: “I’m looking at a barn—is that what you want me to say?”
(Are you wondering what I want you to say?). When I give examples,
I use examples like that because I have to use something. In practice,
the background thought, when revealed by the speaker, is often a total
surprise.

Fortunately, when engaged in conversation, people often do make allu-
sions or side-remarks that drop hints about the operative background
thoughts. They can also drop hints by the way they speak—correcting
themselves, hesitating, looking disturbed. Sometimes there will be a si-
lence; you can ask, “What was going through your mind just then?” Or
“What were you feeling just then?” That would be hard for an after-the-
fact analyst to do, especially when looking at a typescript.

The real problem that demands therapy, it seems to me, is the inability
of a person to take good advice, to change goals, to be more realistic, to
abandon fruitless actions, even when the person knows that doing these
things would help. People seek help when all the obvious things have
been suggested, when they’ve tried to change their bad habits and their
bad feelings, when they’ve struggled and lost. They come in when the
normal processes of healing and learning have bogged down.

If a person is pursuing too many goals at the same time, it will do the
person exactly no good to be told “You need to cut down on the number
of goals you’re trying to achieve.” That piece of advice might be a per-
fectly true statement, in that if the person could cut down the number of
goals, life would be less complex. But the person is most likely to be seek-
ing help because the person can’t cut down on the number of goals. All of
them seem important. And some of them can’t be abandoned because
they’re holding other goals in check—to relax one side of the conflict would
be to allow the other side free play, which the person has reasons for not
doing. If the person could just take the advice and drop some of the goals,
that person might need a wise friend but wouldn’t need a therapist. There’s
no harm in offering good advice, but if the client has anything like a seri-
ous problem, don’t expect it to work.

Each person is unique and finds a unique way of achieving mul-
tiple goals at multiple levels. Within one person, finding an appropri-
ate goal and defining it in terms of specific sub-goals requires achiev-
ing a balance among multiple processes of control which interact with
each other, and all too easily conflict with each other. There is no way
for another person to help in this multiple balancing act. It can be

done only within and by the person in question.
This is why I have always been interested in finding approaches to

therapy that do not depend on giving advice or trying in some way to
rebalance another person’s control systems through direct intervention.
The method of levels is the only approach I have seen that acts primarily
to facilitate natural processes of reorganization without attempting to
direct their effects. This method is noncommittal about what is actually
wrong in the person and what the person needs to change, and it does not
attempt to make the change for the person.

Tom Bourbon: I am not a therapist, but I suspect that much of what hap-
pens in education is similar to some of what happens in therapy. What I
usually find is that the problems a student reports to me are not the major
problem, rather, they are what catches the student’s attention when viewed
from another level. And what a teacher does certainly is not to use magic
words that go directly to the symptoms, but to encourage the student to
locate the real problem, then find a way to deal with it. (A not-infrequent
solution is to leave school, which is what the student wanted to do all
along.)

Bill Powers: I’m about to overrun my limited area of expertise con-
cerning therapy; my last post verged on pontificating (I hope it only
verged).

I believe I said that the conflict explanation (and the Method of Levels)
applies primarily in therapy based on “cognitive interaction”—talking
therapy. Of course with enough of that sort of hedging, this amounts to
saying that the conflict explanation always works best except where some
other explanation works better.

On the other hand, “mental retardation” and “schizophrenia” aren’t
explanations. They are names for fuzzily-defined constellations of symp-
toms, and I don’t see any reason, a priori, to reject the idea that such
symptoms could arise from severe conflict. They could also arise from
physiological causes, but unless you’re a medical person who will be-
lieve only physiological explanations, there’s no way to decide on the
basis of symptoms whether the problem has a physical or a psychological
origin.

Even finding that a drug treatment affects the symptoms does not
prove a physiological origin, because generally the “psychoactive”
drugs used affect functions of the brain that are also affected by nor-
mal brain activity. If, for example, there is a dearth of dopamine in
some part of the brain, this is because the normal sources of dopamine,
a neurotransmitter, are not active. You can either supply dopamine
artificially, treating the symptom, or find out why the normal sources
have dried up, treating the cause. The cause could be a physical mal-
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function in the neurons themselves, or it could be lack of activation
from other systems that normally send signals to those neurons. In the
latter case, I see no reason why the explanation could not turn out to be
conflict that is canceling the normal output of a control system some-
where else.

As to the other kind of symptom, people are often labeled mentally
retarded when something else entirely is wrong with them—even diabe-
tes. Of course, while they suffer from the diabetes or other condition, they
are mentally retarded. That says nothing about what is causing the retar-
dation. Severe conflict about learning or reasoning could easily result in
retardation. Symptoms are just that: symptoms. They do not by them-
selves give you any clues as to causes.

It is, I think, vitally important to consider the psychological explana-
tion in all cases, because misdiagnosis can lead to giving palliative treat-
ments only, and can doom a person to a lifetime of unnecessary dysfunc-
tion and even misery. If conflict therapy could lift the internal suppres-
sion that would allow a “retarded” person to begin functioning normally,
the advantages over the normal treatment of retardates would be obvi-
ous and enormous. Overlooking that bet would be just as serious a mis-
take as trying to use psychological methods to cure AIDS.

There might be other ways than the Method of Levels that will direct
reorganization to work where it is needed. I just don’t know of any
other way. As to the direct assault on symptoms, I’ll repeat myself. If it
works, then there was really no serious psychological problem to begin
with. It ceases to work when you run into a conflict. Then the person
says, “Oh, yes, that’s a good idea,” but is unable to do anything with it.
Something else is saying it’s a bad idea. If you now push to get your
advice taken, you will just arouse the other side of the conflict more. I
have no objection to solving a person’s easily solved problems by giv-
ing advice, getting them to try plans, and so on. But when those are all
taken care of, either the person goes away satisfied, or as Portnoy’s ana-
lyst said, ‘Now we begin.”

Despite my occasional diatribes about the general ineffectiveness of
psychotherapy, I recognize that some psychotherapists do help people
(some psychotherapists help them a lot), and that control theory, as
imagined by an engineer to apply, will be only marginally helpful
until the theory is translated into practice by the people actually do-
ing the work. And I don’t ever forget that the practical application
might well result in information that says the theory needs revision. I
think that simply understanding behavior as control gives the psy-
chotherapist a new place to stand from which to view the therapeutic
interaction. I don’t really need to offer any suggestions about how to
use control theory in this context, other than those having to do with
the basic understanding of control theory itself.

This will not discourage me from trying to get therapists to do some
reorganization of their own. It’s impossible for a theoretician to suggest
a new approach, such as the Method of Levels, without suggesting that
the present methods a clinician uses could be improved upon. That, of
course, is a veiled criticism, implying that the clinician isn’t doing as
well as he/she thought (and it can also be taken as veiled bragging by
the one offering the suggestion). It’s a disturbance, isn’t it, to a large
complex of control systems developed over many years, aimed at giv-
ing effective help to people? The effect of a disturbance is to call forth a
countereffort, isn’t it? If we can dispose of the criticism aspect of all this
(it will help, of course, if I stop criticizing), we might be able to get some-
where with evaluating the concept of level-raising as a therapeutic tool,
either to find out why it doesn’t work even though it ought to, or how
to apply it effectively.

I totally agree that the only feasible policy regarding reorganization
is hands off. Reorganization can’t be directed from outside. But here
comes the theoretician with his “but.” My way of applying the method
of levels is pretty direct and blunt. In real therapy, it would probably
get me killed, eventually. In the demos I have usually been dealing
with friendly strangers, but not clients, knowing nothing in detail about
them. So onlookers haven’t witnessed any great empathy, haven’t seen
me giving advice or doing anything to help resolve any problems that
might be described. I haven’t done any of the things that would show
the basic moves of this method embedded in a wider context of therapy
with a familiar client in an atmosphere of trust. My way of using this
method probably ought to be restricted to people who are in good
enough shape not to blow up in my face. Fine, I don’t want to be a
psychotherapist. I’m content to demonstrate a principle and let others
who are better qualified rework it into something of practical use.

So here’s the “but.” My way of applying this method essentially ig-
nores the content of the ongoing conversation, treating every statement,
every description, as nothing more than possible evidence about a
higher-level point of view that’s in operation, in the background. One
thing that feels very strange to a victim of this process is that the ques-
tioner never really seems to make contact; it’s like talking to someone
who seems overly fascinated with the way your mouth moves and isn’t
showing normal reactions to what you’re saying. In learning to do this,
I have learned how not to let remarks pass as if they were just a sort of
innocent accompaniment to the main theme. For the speaker, the back-
ground attitudes and thoughts are silent and hardly noticed at all, the
way you don’t realize that you keep looking at your watch because
you’re in a conversation that has to end before your plane leaves. These
background processes are there in consciousness, but only a very little
bit, not enough to warrant full attention. The whole point of the Method
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of Levels is that the listener can’t do the same thing—realize vaguely
that the background thingie is there, but let it pass without giving it full
attention. The listener has to notice those glances at the watch.

I have no doubt that all good therapists use the Method of Levels in
some way. But using it knowingly might work better yet.

And finally, if you’re going to teach anything about control theory to a
client, the first thing should be how reorganization feels and why it’s OK.
Just about the only thing a person can do consciously to shut off reorgani-
zation is to shift attention to something that doesn’t cause the errors that
result in reorganization. I think that this is basically why people get stuck:
when they pay attention to an area where reorganization might do some
good, the conflicts come into play and the person feels worse. I should
think that the course of therapy would be smoother if a person could
learn to recognize a certain kind of “feeling worse” as a sign that some-
thing is happening, at last.

The failures tend to be people who focus on problems outside them-
selves instead of seeing that something they are doing needs changing.
When I read that, I get a sudden picture of some people I have known,
including myself, who were in just that position—wanting to solve some
external problem and not seeing any way to change it—and not realizing
that the only effective change would be internal. If you think about this
the right way, you can understand how this comes about.

Suppose someone comes in for help and says, “There’s a kid next
door who I am certain is being abused. I can hear yelling at night and
the kid screams and sounds terrified. I lie awake at night hearing it, and
I can’t sleep. The cops won’t do anything. I’m turning into a nervous
wreck because of it. I can’t stop thinking about it. Something has to be
done.”

Now just imagine how this person would react if you said that he
needed to deal with his feelings about what is going on, and that after
enough therapy he wouldn’t be bothered any more. He’d say, “Why are
you trying to change me? I need help in changing this awful situation
that’s getting me down. Somebody has to help that kid! Don’t you think
that what is going on is wrong? I don’t want to feel better about it—I
want them to stop abusing that kid. Are you telling me that I’m imagin-
ing it? Well, I’m not!”

This is what it’s like to be so focused on an external problem that
you’re totally unaware of where you’re coming from. Everything tells
you that you’re completely justified in needing to solve the problem,
that something very bad is happening out there, and that you need to
do something about it. That might be the exact truth, in that any normal
person would feel the need to do something. In the background, how-
ever, there are all sorts of conflicts that keep you from thinking of an
effective action, so all you know is that you feel helpless and over-

whelmed by the problem and need help with it, not with yourself. This
sort of problem is a real attention-grabber. The only thing getting reor-
ganized is what you imagine to be going on behind the scenes, what
actions you imagine taking (and immediately give up on because every
one of them arouses some sort of conflict).

Ed Ford approaches problems like this head on. He says, “What are
you doing about it?” And Chen, “Is it working?” This is really a version
of the Method of Levels, because it brings into the picture what the per-
son is doing in addition to what’s going on out there. Once the person
begins to examine what the person is doing, and evaluating it, the level
from which awareness is working has to have changed.

I would think that the toughest cases would be those in which the per-
son starts to go along with this shift of viewpoint, realizes that it’s taking
attention away from the external problem, and flatly refuses to do it. And
I think that this is where the subtlety of the Method of Levels comes into
play, because in refusing to do it, the person will be telling you the higher-
level reason for the refusal. This is the real barrier: the reason for the re-
fusal. I think that if you can be just insistent enough at this point you
might be able to get the person up one more level to talk about the reasons
for refusal. You simply ignore the act of refusal itself —while accepting
it—and go for the real conflict.

Teaching control theory is probably a good idea for any client prepared
to learn it. But I think we agree that before this teaching can even start,
you have to get the person moving in some direction and out of the clutches
of the “presenting problem.” If you can jog the person up a few levels,
maybe that will prepare the ground enough.

Ed Ford: I have read with some interest the discussions about conflict.
First, I believe internal conflict is at the heart of all human problems. I
have come to control theory as a reality therapist, and, happily, I have
found control theory opening doors to a much more efficient way of
helping clients. Not just in plan-making, but in the entire process of
helping others to deal with their own individual worlds. All we therapists do
is teach them an efficient way of dealing with their world by teaching
them how to organize their systems within the framework of the con-
trol theory model.

I see symptoms as just that, symptoms. They’re not problems, only
evidence of problems. Unfortunately, the two are easily confused; that’s
because we see the symptoms. The conflict is all internal. All symp-
toms do is give evidence of conflict. The real problem is that some-
where within a client’s system there is conflict, or a lack of harmony.
When clients come to me, they are obviously reorganizing (who would
pay a private counselor when their world is in harmony, when their
goals—read reference signals—are being satisfied?). When people be-
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they are getting somewhere. (Isn’t the job of a therapist to teach cli-
ents how to reorganize more efficiently?) And I certainly don’t be-
lieve in disturbing anyone’s system (you do violence when you push
on a control system, right Bill?). To find happiness or internal har-
mony, clients have to be taught how to deal with their world by learn-
ing the process of controlling for what they want (and not controlling
for those things over which they have no control). And this can be
done. In short, the goal of the therapist is to help the client develop a belief
that his/her system can be used to reduce conflict. The second part of that goal
is to teach the client the skills of dealing more efficiently with his/her internal
world and re-establishing and maintaining harmony within it: Proof of the
validity of the model is the use to which clients put it, and especially
its effectiveness in reducing error. I see this happening not only in my
clients, but also in my graduate students as they work with their cli-
ents, and more interestingly, with those who come up to me and ex-
press how much better they understand themselves after a lecture on
control theory and stress.

First, I teach them how they control for input. I teach them that they
deal with people and what they say according to how they’re per-
ceived, including all the various categories that go to make up that
perception. When it comes to learning about the variety of reference
conditions, I learned one heck of a lot from control theory. I see sys-
tems concept as where we set our values, beliefs, the way we think
things ought to be. At principles level, I see this as where we establish
our standards, which should reflect and be in harmony with systems
concept, the highest level. At program level, we make decisions hope-
fully based on our standards, which are based on our values or be-
liefs. If I decide to have an affair with a woman (program level) and I
have a value that says that’s a no-no (systems concept level), then I
create conflict within my system.

There must also be harmony within each level. If my job has a higher
priority than my wife, and I don’t find satisfaction in the application of
this prioritization of goals, I will again experience a lack of harmony
and begin to reorganize until a better idea presents itself (establishing
my wife at a higher priority than my job).

There are two more serious sources of internal conflict. Incompatibil-
ity of goals is the most common, for example, a single parent’s conflict
between the responsibility towards raising his/her children and the so-
cial demands for adult companionship. More difficult are the conflict-
ing demands of the abused woman, between her abusing spouse/ boy-
friend, who is perceived as the only source of love and security, and the
shelter which offers safety for her (and her children, if there are any)
along with a sense of worth (from being treated humanly and through

finding and maintaining a job).
The other area of serious conflict is when we want something over

which we have no control. Persons come to see me, all filled with frus-
tration, sometimes crying, but always upset (reorganizing inefficiently).
After a short chat, I ask them to tell me their various goals (systems
concept level) which are presently important to them. Invariably, four
out of five of these goals are things over which they have no control.
Examples such as “my children to get off drugs; ‘ “my spouse to show
me more affection,” “my boss to show me some appreciation,” “loss of
a loved one in death,” and “I’m getting old and not appreciated by my
children any more.” Need I continue? The attempt to satisfy impossible
goals is classic. The greater the intensity of desire (I guess some of you
would say the stronger the electrochemical signal), the greater the mis-
ery and the more intense the reorganization.

As for problems of the mentally retarded and the schizophrenic,
they certainly evidence conflict in my experience. The mentally re-
tarded certainly have goals, rather simply defined perhaps (although
obviously I can’t see into their created worlds), and certainly they have
a view of the world (they do recognize it and deal with it, although on
a limited basis). They certainly experience frustrations, and they of-
ten work things out and evidence harmony quite a bit. No matter
what the presenting problem, and no matter what the condition of the
presenter (read client or patient), they all have the same kind of world.
The job of the therapist is to figure out (a little reorganizing on our
part) how to teach the client to use his/her system according to his/
her capacity and willingness to learn.

Now the schizophrenic. I worked for two years in a hospital for the
criminally insane as a consultant. I worked on the wards dealing with
patients, training the staff. My perception of so-called mental illness is
that it is chosen. I found that in my contact with patients, they reacted
quite well to this approach. I believe that patients arrive at various
choices of acting through reorganization. People, when they reorganize,
don’t always choose the most efficient way to deal with conflict, but
they will make a choice that reduces error. It might not reduce the er-
rors of others (a child’s tantrum comes to mind), but if it reduces their
error (the child gets what he/she wants), then a new method of reduc-
ing error has been learned. It might not be the best, nor bring the most
satisfaction, but it works well enough to reduce error, so they use it
again and again. And many people tantrum right to their grave, if need
be.

In summary, Bill, don’t revise the theory, it’s working quite well, thank
you (and I’ve spent 10 years learning it). Also, I have found that level
raising does work. Finally, people shouldn’t be listening to the thera-
pist. That’s because the therapist shouldn’t be doing the talking. The
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job of the therapist is to question the client and listen, listen and watch
the way the client is dealing with his/her world. That’s the way you
teach people to think (a rare experience in school these days). I ques-
tion people about their world (reference levels and perceptions to you
scientists) and ask them if their worlds compare favorably (perceptual
error or no perceptual error). If they don’t, I ask them if they want to
set a reference condition for working at another way of getting what
they want, and then I teach them (because now I’m perceived as a
teacher) to get what they want, making sure in the process they estab-
lish measurable goals that can be easily compared with internal refer-
ence signals.

Bill Powers: Ed, good to hear from one of the people on the jury. Con-
trol theory has to make sense to non-theoreticians and practitioners
outside academia if it really has something to say about human nature
(although in your teaching capacities you aren’t really outside academia
except in spirit). I think you’ve demonstrated that it is teachable in a
useful way, and that teaching it to clients can at least offer them a help-
ful framework for restructuring their lives. Even if the applied version
of the theory is still subject to revision and criticism, as it stands, it prob-
ably makes more sense than the theories most people bring with them
into a counseling session.

We theoreticians and academics in the CSG are grateful to Ed for his
common sense and his willingness to put our abstract notions to the
ultimate test: trying them out (sometimes with a degree of faith we don’t
deserve) in real life. Ed can’t be accused of using control theory with
easy cases.

“Conditioning”
Gary Cziko: I wonder if someone can help me to understand one of the

building blocks of “scientific” psychology from a control theory (CT) per-
spective, so-called classical or respondent conditioning.

I have yet to come across a CT account of this which I can under-
stand as well as I can understand what behaviorists call operant con-
ditioning. I have read Wayne Hershberger’s account in the American
Behavioral Scientist, but I find the notion of anticipatory phenomena a
bit troubling. I’ve gotten the feeling that Bill Powers doesn’t like an-
ticipation or feedforward either, but I can’t quite see how classical
conditioning phenomena can be handled by present time higher-or-
der control systems.

By the way, has anyone done an experiment something like the follow-
ing? Take a “conditioned” Pavlovian dog and fill its mouth with a work-

ing load of saliva before presentation of the conditioned stimulus. Does it
then salivate at the bell? CT should say it doesn’t.

Rick Marken: Gary, I don’t think I have anything too original to say about
classical conditioning and CT. I’m sure others will handle it just fine, but,
I agree, the idea that prediction is going on seems unlikely to me. The
organism just controls a higher-order sequence perception. No
feedforward, only feedback. I think you are also right about water in the
mouth reducing conditioned salivation.

Bill Powers: As I understand it, there are some responses that are un-
conditioned (meaning that they occur every time the unconditioned
stimulus is present), and some that are conditioned (the response does
not initially occur, but must be induced through an experimental
manipulation).

The unconditioned stimulus can be viewed as a disturbance that
tends to alter a controlled variable that is very reliably controlled by a
given species. One would tend to think of such reliable control as re-
sulting from built-in rather than learned control systems—the so-called
reflexes. Dick Robertson, on the other hand, has data showing that
unconditioned responses are not as reliable as advertised. But let that
go.

An example of a conditioned stimulus would be a bell that rings just
before the unconditioned stimulus (a puff of air on the eye) occurs. The
bell alone initially is not followed by a blink. After some number of trials,
the blink occurs at the bell instead of waiting for the puff. Since the re-
sponse has already occurred, it’s irrelevant whether the puff now also
occurs. The puff can be discontinued and for a while at least the blink will
occur on ringing of the bell.

The CT explanation entails making a model, which properly ought to
be done in the context of a systematic experiment. First, we guess at the
controlled variable. Perhaps the effect is based on a variable that would
be disturbed if the blink did not occur. To understand what that vari-
able might be, we can try converting to continuous variables. A blink in
response to a puff of air is the instantaneous version of squinting in a
stiff wind that blows directly into the eyes. Preventing wind from blow-
ing directly into the eyes might ire learned as a consequence of drying
of the eyeball, or of getting dust blown into the eyes. Or, since this is
such a common experience, such a control system might be built in or
come into operation just through maturation. Hard to guess. Now, the
blink in response to a puff becomes the action of a continuous control
system presented with a very brief disturbance. It responds, but a little
too late to counter the puff; an instant later the puff is gone and the eyes
open again.
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Now we need to bring in the conditioned stimulus—the bell. At first
the bell elicits no response, but the immediately following puff of air does.
The system experiences the bell followed by the puff’s sensory effect that
occurs before the eyes can shut. This is an event (a short fixed pattern of
lower-order perceptions). Presumably, the effect of the puff is still un-
pleasant. Reorganization takes place and the perception of this event is
assigned a reference level of zero. When the output part of the system
becomes organized, the error resulting from occurrence of this event (with
a zero reference setting, any occurrence is an error) is routed to a lower-
level system that can counteract the effect of the disturbance. In a natural
setting, the person might raise a hand, turn the head away, close the eyes,
or do all three. The error appears as soon as the first element of the event
occurs, the bell. The resulting action of the lower-level system now pre-
vents the puff from having any effect, so the second element of the event
is prevented from happening, if the delay is long enough. Perception of
the event, and thus the event-error, is reduced, but not to zero because the
higher-order system can’t correct for instantaneous disturbances and can’t
anticipate the initial component of the event, the bell.

In general, interpreting the logic of classical conditioning phenomena
tells us what kind of variable and what level of control might be involved
in particular cases. It’s probably best to try the lowest-level variable pos-
sible first. In the case of “anticipatory” responses, I don’t see any way to
do this below the event level.

“Conditioning” is a circular term when used as an explanation. In fact,
this term refers to the procedures carried out in a conditioning experi-
ment. The result of the procedures is that a neutral stimulus becomes
effective in eliciting behavior. This result can’t be explained by attribut-
ing it to conditioning, because it is the effect of conditioning (a proce-
dure) that is to be explained. Only by proposing a model of the behaving
system can you come up with a real explanation. And doing that converts
conditioning from something that the environment appears to do to the
organism into a skill or capacity that the organism has. Given two organ-
isms, one with this skill and the other without it, both subject to exactly
the same conditioning procedures, only the organism with the required
internal abilities will demonstrate the phenomenon, protecting itself
against the disturbance.

Gary Cziko: Bill, I appreciate your control theory interpretation of clas-
sical (respondent) conditioning and can follow the argument when you
talk about air puffs on the eyeball. A reference level of zero puff on eye-
ball makes sense.

But could you try this out for something like the startle reaction to a
sudden loud sound? What good does jumping out of your chair do when

someone pops a balloon right behind you? In fact, the startle reaction
also includes an eyeblink. Is this just a useless side effect of some behav-
ior which is in some way more functional? Perhaps just “priming the
pump” to get the systems going for flight or fight?

Bill Powers: Gary, remember to try converting to a continuous-variable
basis. If you hear a loud roaring right behind you, wouldn’t you like to
increase your distance from whatever it is before you bother to look? It
might have teeth. Of course a bang is just the beginning of a roar (or
whatever) and is gone as soon as it appears. So whatever action you
were about to take disappears just as fast. You can’t judge what a control
system is for by watching it operate under unusual circumstances. Watch-
ing a system designed for continuous control but subject to an impulse-
disturbance isn’t going to tell you much (unless you’re set up to record
transfer functions). Most “reactions” of this sort occur in circumstances
set up by experimenters who are thinking strictly in terms of discrete
events. Bang. Jab. Flash. Puff. Jump. Twitch. There is very little of the
world or its organisms that behaves that way, except in experimental
psychology laboratories.

It occurs to me that I may have given the impression that stimulus-
response reactions are impossible. That is certainly not so—just look how
the nervous system is hooked up. An electric shock that you can’t fend
off will excite lots of sensory neurones, and that will disturb lots of cir-
cuits, which can easily result in activation of many muscles. That’s an
open-loop reaction to a stimulus if I ever heard of one.

But we have to ask how important in the overall picture such reactions
are. Maybe we should make a list of all the interesting, important, or
complex stimulus-response reactions that we can think of, so as not to
slight that mode of operation. I’ll start it off. Let’s see—there’s the patel-
lar reflex, the pinprick reflex, the eyeblink reflex, the salivation reflex,
the startle response,—uh—the vestibular reflex (although that one is re-
ally a slow control system), the sneeze, the—uh—equation-solving re-
flex... well, over to you.

More seriously, we should not reject the SR explanation on principle.
If we do reject it, we should do so, case by case, because we can show it
is a wrong or inadequate explanation of what is observed, or because
we can show that it is only a special case of a more general control
process. The corollary is that we shouldn’t claim that any behavior is a
control process unless we have some reason to think that the Test would
be passed. This isn’t a religion.

Wayne Hershberger. I am disappointed, Gary, that you found my con-
trol-theoretic account of respondent conditioning difficult to under-
stand (“Control theory and learning theory,” in the special issue of ABS
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edited by Rick Marken: 1990, 34, pp. 55-66). The audience I had in mind
while writing that paper was the psychologist who is familiar with learn-
ing theory and conditioning phenomena, but I had supposed that what
I was saying would also be clear and convincing to readers familiar
with control theory. I have also been cheered by the reprint requests I
continue to receive for that paper, believing that my readers understood
my message. Perhaps neither assumption is warranted—what a dis-
couraging thought.

The question about the salivating dog is appropriate, Gary, because the
dog would salivate to the sound of the bell, even though the increased
salivation would generate, rather than reduce, error.

It was virtually always the case that Pavlov’s dog had “a working load
of saliva before presentation of the conditioned stimulus.” There are
many salivary glands, and Pavlov postulated only one or two at a time,
so that the control of the saliva level in the dog’s mouth was not com-
promised. In classical conditioning, whatever the unconditional reflex,
it is generally the case that the subject is at equilibrium or steady state
when the CS is presented. However, an experiment reported by Kimble
and Ost (1961) looked at the effects of a CS when presented along with
a UCS (an error-generating disturbance). I cited that study in my ms,
but it was cut in the editing necessary to shorten papers. I am including
the unedited passage below:

Classical Conditioning

Although endogenous disturbances in the form of “noise” are generally detrimental,
not all self-generated disturbances are bad for control. Disturbances may actually facili-
tate control by offsetting each other. For example, the slope of a roadway may offset the
effects of a crosswind, leaving the driver with less of a net disturbance to offset. Since it is
the net disturbance which the negative-feedback loop offsets, a reduction of the net dis-
turbance is generally beneficial. By generating such compensatory disturbances of its
own, a control system can, in principle, facilitate its control Indeed, some control sys-
tems, natural and man-made, actually employ such a mechanism. In engineering, the
mechanism is generally called feedforward. In psychology it has been called classical
Pavlovian conditioning.

[Endnote: Many things categorized as examples of Pavlovian conditioning today (e.g.,
autoshaping) have remarkably little to do with Pavlov’s original work (Rescorla, 1988).
However, the feedforward mechanism being discussed here appears to be part and par-
cel of the phenomena originally observed by Pavlov in the context of his classical condi-
tioning paradigm, particularly his observation of the temporal contiguity of a conditioned
reflex (CR) with its “reinforcing” stimulus (UCS). Although this CR-UCS contiguity is
related to the CS-UCS contiguity, thought by some to be essential to Pavlovian condition-
ing (cf. Wasserman, 1989), the two are not the same. Feedforward involves the former
type of temporal contiguity, but not necessarily the latter.]

Whenever an environmental disturbance to a controlled variable is predictable in its
onset and extent, the control system may offset the environmental disturbance with a
compensatory disturbance of its own, providing that it can synchronize the self-gener-
ated disturbance with the environmental one. The self-generated disturbance is a com-

ponent of output which will actually generate error unless the anticipated environmen-
tal disturbance offsets it. That is, it is a genuine, albeit self-generated, disturbance, and
not merely error-actuated output. The compensatory endogenous disturbance does not
reduce an extant error; rather, it co-opts, or preempts, an anticipated error. Therefore, the
mechanism is called feedforward rather than feedback.

In Pavlovian psychological terms, an environmental disturbance is an “unconditional
stimulus” (UCS), which automatically, or unconditionally, elicits an error-actuated com-
pensatory output or “unconditional reflex” (UCR). Pavlov (1927) discovered that if a
neutral stimulus (i.e., one that does not disturb the controlled variable in question), is
predictably paired with a UCS, this neutral stimulus becomes a “conditional stimulus”
(CS), which is capable of eliciting a “conditional reflex” (CR) resembling the UCR. Pavlov
found that if a delay is interpolated between the CS and the UCS, the CR will be delayed,
so that it occurs just before the UCS. That is, the CR is an anticipatory output which is not
only synchronized with the anticipated UCS, but similar to the UCR. The CFA, therefore,
acts as a self-generated compensatory disturbance.

[Endnote: In his authoritative review of classical Pavlovian conditioning 28 years ago,
when behavioristic learning theory was still very much in vogue, Kimble (Hilgard &
Marquis, 1961) noted that ‘The views held most commonly have been that the CR is
either a fractional component of the UCR, or that it is a preparation for the occurrence of
the UCS” (p. 53). From the perspective of contemporary psychological control theory, it
appears to be both.]

Consider again the example of steering an automobile: Let us suppose that the driver
is already an expert; that is, his steering control system automatically offsets environ-
mental disturbances (UCS) with error actuated output (UCR). Also, for simplicity of ar-
gument, let us suppose that there is no wind, and that the roadway is straight, smooth,
level, and two lanes wide. Finally, suppose that our driver is going South and a convoy of
large trucks is going North. As each truck passes, a pressure wave pushes the automobile
toward the shoulder of the road. The skilled driver’s steering control system nips each of
these disturbances In the bud with error-actuated output. That is, the driver steers down
the middle of the Southbound lane with the car swerving ever so slightly as each truck
passes.

The scenario is set for classical conditioning to take place. The sight of each approach-
ing truck is a CS, which is predictably paired with a UCS (pressure wave). After a few
trucks have passed, we should find, according to Pavlov, that the driver begins to antici-
pate each exogenous disturbance (UCS) with an offsetting endogenous disturbance of
his or her own (CR). To the degree that the CR cancels the effects of the pressure wave
(UCS), the car will now swerve less than it had before. This, of course, makes the CR and
its effects virtually invisible. In order to see the endogenous disturbance (CR) dearly, we
need to occasionally remove the exogenous disturbance (UCS). That is, suppose that an
occasional phantom truck appears ((S) which generates no pressure wave. Since there is
no environmental disturbance to offset the endogenous disturbance (CR), the CR would
manifest itself by generating error: the car would swerve toward the phantom truck. But,
of course, the skilled driver would nip this endogenous disturbance in the bud with
error-actuated compensatory output, just as he or she would offset any exogenous dis-
turbance. So, the CR would appear as a brief swerve toward the center of the highway
whenever a CS is presented alone (i.e., whenever a phantom truck appears). If the driver
perceives the endogenous disturbance on these occasions, it will likely be mistaken for
an exogenous one: the phantom truck will seem to pull or suck the car toward the center
line (e.g., see Hershberger & Misceo,1983).

The key feature of classical Pavlovian conditioning is anticipation. It is as if the condi-
tioned individual imagines the impending exogenous disturbance before it has actually
occurred (as Pavlov suggested). And since an exogenous disturbance is perceived in
terms of the compensatory output which it elicits (see the section below: Perceiving
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Disturbances), the imagined exogenous disturbance comprises a form of covert output,
which, if disinhibited (Pavlov’s term), will yield overt output. To the degree that such a
disinhibited imagined-disturbance (i.e., elicited output), matches the impending exog-
enous disturbance, the generation of real error (and the attendant UCR) is preempted
(Kimble & Ost, 1961, actually noted the absence of the UCR); however, to the degree that
it does not match the exogenous disturbance, the endogenous disturbance merely gen-
erates error of its own. That is, a CR is either adaptive or maladaptive depending upon
whether it is followed by an appropriate UCS. Accordingly, Pavlov observed that the
UCS reinforces the CR; that is, if the CS is repeatedly presented alone, the CR fades
away or extinguishes, but if the UCS makes a timely appearance, the CR persists and is
strengthened.

Control theory predicts that the (R which a UCS reinforces will resemble the UCR to
that UCS, only insofar as that UCR is a compensatory output offsetting a disturbance to a
controlled variable. For example, Pavlov often used dry food powder injected into a dog’s
mouth as a UCS. Although dogs routinely masticate food presented in this manner, this
chewing does not constitute an offsetting reaction to a disturbance; rather, the presenta-
tion of the food powder merely enables the instrumental act of eating, which the dog
proceeds to do. However, the dry food should disturb the controlled salivary equilib-
rium in the dog’s mouth, in two ways: (a) the powder absorbs saliva, leaving the mouth
drier than normal (i.e., a sensation of “wetness” which is below the normal set point or
reference level), and (b) the taste of food probably elevates the set point regulating the
“wetness” that is to be maintained during the act of eating. Since both of these factors
would tend to generate error-driven output, the increased salivation which the UCS pre-
cipitates should be reflected in the corresponding CR. That is, in response to an effective
(S, the dog should salivate, but not necessarily chew. This is in fad the case (Zener,1937).

As for your being troubled by anticipatory phenomena, I am afraid you
will have to take that up with God almighty, I’m not responsible. The fact
that a conditional reflex anticipates the unconditional stimulus which re-
inforces it is not my doing. I am just trying to understand the phenom-
enon.

One of the keys to understanding classical conditioning is a recognition
of the fact that a control system might sense absolutely none of its distur-
bances. None. In other words, an unconditional stimulus (a disturbance)
need not be sensed to be effective. Therefore, it is presumptuous to sup-
pose that the occurrence of an unconditional reflex implies a prior regis-
tration of an unconditional stimulus. Further, even when a disturbance is
perceived, it is presumptuous to suppose that it was perceived before the
reaction. I tried to make this point in another passage that was edited
from the above ms; the passage follows:

Perceiving Environmental Disturbances

Although the individual disturbances need riot be sensed to be offset, they may be
monitored collectively after the fad, because they are mirrored collectively in the
organism’s, or mechanism’s, compensatory output. For instance, the weather is mirrored
in the fuel bill, and the crosswind is mirrored in the degree to which the driver crabs the
front wheels to stay on the road. Hence, by monitoring output after the fad, a mechanism
or organism can appreciate the magnitude of the disturbances it has been offsetting. For

example, by looking at last December’s fuel bill one is reminded of the severity of the
weather at that time. Or, a driver can discover the force of a steady crosswind by noting
how much the car veers when it enters a tunnel (where there is no crosswind) and the
car’s direction of motion suddenly reveals how much the front wheels had been crabbed
to offset the wind. Of course, the monitoring of output need not be delayed; the output
may be monitored as it occurs. For example, before the advent of power steering, drivers
could constantly “feel the force of a crosswind through the steering wheel”; that is, they
could feel the muscular force required .to rotate the steering wheel so as to offset the
effects of a crosswind on the car’s direction of motion. Similarly, we might judge an object’s
weight by monitoring the force (Misceo,1983).

The notion that neural efference (output) can be monitored or sensed is not new; it is
as old as experimental psychology itself. Wundt (1863) referred to sensed efference as
“innervation sensations;” and von Helmholtz (1867/1962) spoke of the “effort of will.”
(For historical reviews, see Scheerer, 1987, 1989). Helmholtz argued, for example, that the
perceived visual direction of a fixated object (an object imaged on the fovea, or line of
sight) depends upon the intended rather than actual direction of regard, because the
fixated object appears to lie in whatever egocentric direction the individual intends to
look, even when the extraocular muscles are paralyzed.

This is not to say that any or every efference can be monitored by an organism. Indeed,
there is some reason to believe that efference in “the final common path” (i.e., in the
fibers directly innervating the muscles) might never be registered perceptually (cf. Her-
shberger & Misceo, 1983); for this reason, Wundt’s expression, “innervation sensations,”
which connotes final common path, is less appropriate than Helmholtz’s “effort of will.”
Helmholtz’s volitional language, on the other hand, is very well taken, because of the
two types of efference that seem actually to be monitored, one comprises neural refer-
ence signals, such as Helmholtz’s “intended eye orientation.” The other type comprises
neural feedback signals of the type Sperry (1950) called “corollary discharges” and von
Hoist and Mittelstaedt (1950) called “efference copies.” Although both types of moni-
tored efference (neural reference signals and neural feedback signals) appear to play im-
portant roles in the primate oculomotor control system (Robinson, 1975), the perceived
visual direction of a fixated object appears to correspond to the individual’s intended eye
orientation (a neural reference signal), just as Helmholtz hypothesized over a century
ago (Hershberger, 1987b). Thus, just as we tend to judge an object’s weight by monitor-
ing the force required to heft it, so we tend to “seer’ fixated objects as being localized in
whatever direction we intend to gaze. (In a well articulated field of view, the retina might
also provide information regarding direction of gaze; Matin, et al, 1982).

Gary, just as the sensed efference comprising an unconditional reflex
might, in principle, mediate perceptual impressions of the unconditional
stimulus, so might the sensed efference comprising a conditioned reflex
(reinforced by an impending disturbance) mediate an anticipatory per-
ceptual impression of that impending disturbance. But this would not
mean that the anticipatory perception precedes or anticipates the action,
the conditional reflex in question. Rather, the reflex would precede/me-
diate the perception. This idea is not new with me. I believe it can be
traced back to the ancient Greeks. It is also the theme of an entire book by
Taylor recently mentioned on the network—although Taylor did not rec-
ognize that his viewpoint (a motor/output theory of perception) presup-
posed control of input.
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However, I am inclined to think that some, if not most., of the efference
comprising conditional reflexes goes unregistered; that is, the nervous
system does not take conditioned reflexes into account in registering
disturbances. For instance, a student (Giovani Misceo) and I had sub-
jects judge the weight of a 4 pound cylinder dropped abruptly into their
hand (they were cupping the cylinder in their hand before it was
dropped). An indicator light flashed each trial for 500 ms, starting ei-
ther 500 ms before or 500 ms after the cylinder dropped. The cylinder
appeared to be lighter on the trials preceded by the flash. The subjects
arms were not dropping as far on these ‘lighter” trials because of a con-
ditional reflexive contraction of the biceps, of which the subjects were
unaware; hence, the illusion.

Generally, reference signals comprise the only type of “output”
which could mediate veridical perceptions; unregistered conditional
reflexes could serve to keep such reference signals “calibrated.” For
instance, persons wearing wedge prisms (bases out) before their eyes
must converge their eyes more than normal, and, consequently, they
see things as being closer (and smaller) than they are; but only ini-
tially. Very quickly, the subject begins to experience what is known as
perceptual adaptation. With time, less and less of the prism-induced
innervation of the medial rectus muscles is registered in the subject’s
perception of space. Things eventually look normal—until the prisms
are removed, whereupon, things appear for a time to be more distant
(and larger) than they are. Note that the polarity of the oculomotor
feedback loops is not altered by the prisms. This adaptation is not the
restoration of control per se. And, it appears to involve a type of
efference which goes unregistered—whereas convergence normally
registers as distance of regard.

It seems likely to me that (a) the convergence which registers as dis-
tance of regard is represented by a reference signal (in the Paramedian
Pontine Reticular Formation) that controls the neural signals (or efference
copy) sent to the extraocular muscles, and (b) the unsensed innervation
of the medial rectus muscles is added to these signals. When one then
considers the feedback loop through the retina, the unsensed innerva-
tion is a sort of endogenous disturbance offsetting the exogenous dis-
turbance (prisms). Since the prism is a constant, the constant innerva-
tion amounts to biasing the output. However, when one wears bifocal
prisms (different prism diopters), one above the other, vertical eye move-
ments jog at the border, even after the glasses are removed. This condi-
tioned reflex (or abrupt change in output bias) is not error-driven.

Gary, I am arguing that an anticipatory conditional reflex is triggered
by the CS which precedes it and not by an anticipatory perception of the
impending UCS. The reflex can, in principle, cause or mediate an antici-
patory perception of the impending UCS, but there is no reason to think

that the reflex is triggered or caused by an anticipatory perception of the
impending UCS. I hope this helps.

Rick Marken: Wayne, I still don’t believe in feedforward or re-efference.
I won’t believe it until I see a working model. I think it might be worth-
while for you (and/or one of you students) to build a working model
of conditioning based on your principles. Bill already has a nice work-
ing model of operant conditioning. You definitely know the most about
classical conditioning; you know the phenomenon, so you should de-
velop the model. I really think it would be worthwhile. After all, classi-
cal conditioning is one of the staples of introductory psychology
courses. Why argue about how it can be explained—just make a model
that can do it. And take the approach to modeling of a control theorist
—that is, identify the variables involved and make sure that the model
behaves in an appropriate representation of the relevant variations in
the external environment.

It might be a nice way of getting us into models that control variables
that are defined over longer periods of time (longer than the brief inte-
gration periods for position perception, for example).

Bill Powers: Wayne, congratulations on a perfectly beautiful piece of
work. I think you have classical conditioning nailed down. In my previ-
ous post on this, I mentioned some of the factors you brought up, but
you have it organized much better and more completely in addition to
having the experimental evidence to back it up. Have you considered
publishing a paper on just this subject in the psychological literature?

I’d be willing to accept “feedforward” if everyone could mean by that
term exactly what you said. It is, of course, still evidence of feedback at a
higher level. As you say, an anticipatory perception doesn’t precede the
response—we can still only perceive what has happened or is happen-
ing. But the effect of perceiving the right thing can be a response that
anticipates the disturbance. If the response occurs either too soon or too
late, it will cause error instead of correcting it. A higher system (or reor-
ganization) has to adjust the timing until it’s just right.

Rick Marken is working on modeling behavior at the transition or the
event level. This is going to take us outside our familiar little diagrams,
particularly in controlling events, because we get into timing and de-
lays, and the output function has to do more than just send a steady
signal to lower levels. Maybe Rick can work up a demonstration of clas-
sical conditioning, using your (Wayne’s) analysis.

Nice work.

Gary Cziko: Wayne, thanks so much for your detailed response to my
question about classical conditioning.
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It’s going to take me a while to understand your perspective thor-
oughly, but already I am beginning see more clearly where before there
was just confusion.

I’ll get back to you after I’ve had more time to read, digest, and pon-
der.

Rick Marken: As Bill mentioned, I am starting to work on a model
that controls a higher-order variable—probably an event. I think this
is what is going on in classical conditioning; the animal learns to con-
trol an event (CS-US) rather than just control a variable to which the
US is a disturbance. The means of control involves salivation. The
event is multisensory—sound, chewyness, swallowing—all of these
things must happen in a particular “shape” for the reference level of
the event to be achieved. The reference level of this event is influ-
enced by many outputs besides salivation. The animal can be affect
the “shape” of the event by varying its position relative to food and
sound, varying its salivary output, varying what combination of stuff
it puts in its mouth, etc. The more restrained the animal, the fewer
means it has to control this event.

I think it is very important to remember that a static perceptual signal
can represent the state of a time-varying event. Many of the most inter-
esting perceptions we control are .defined by lower-level perceptions
that occur over time. The notion of feedforward, I think, only becomes
necessary when we think of a present-time perceptual signal as the rep-
resentation of a present time event. But the perceptual signal could be
the output of a “time computation window” that is ‘looking for” some
pattern of events that occurs over time (like physiological “motion de-
tectors”). Past, present and future are all represented in this window
simultaneously. A temporal pattern that “fits” the window’s template
consists of past, present and future events that were “expected” by the
window. There is no need to control based on future prediction or real
time computations of what “might” occur (feedforward). Just look at
what “is” occurring; the current value of the perceptual signal repre-
sents the degree to which a particular temporal event is occurring.

Wayne Hershberger. Bill, thanks very much for the kind words. Control
theory is the only theory that I know of wherein the distinction between
elicited and emitted output (the reflexes and responses of classical and
instrumental conditioning, respectively) is not gratuitous or ad hoc. In
this sense, control theory is the only theory which promises a parsimoni-
ous accounting of both phenomena.

When I’ve thought about modeling conditioning, I have done so in
terms of your little stick man who reaches out as if to touch visible tar-

gets. Suppose the little man could not see his finger; say he is reaching
for a luminous target in the dark. The stick man, as is his wont, locates
the target by orienting his head (a la an owl or preying mantis). The
orientation of the head could be used to calculate a reference signal for
the desired orientation of the arm, which the little man could realize
while in the dark. Then, suppose the light comes on and the man uses
the retinal error signal to null his pointing error (which is how he now
works). Further, suppose that that visual error signal also calibrates the
function relating head pointing and arm pointing. That would be a form
of classical conditioning. I would be delighted if you, Rick, Tom or Greg
would help me model the process.

Rick, I do not dispute the value of modeling the classical conditioning
phenomenon, only who should do it. It seems to me that you could ac-
complish in a few days what might take me many months to do.

Bill Powers: Rick, one point Wayne was making is that in order for a
UCS to exist, there must already be a control system. The unconditional
stimulus disturbs the variable that is under control; hence you always get
a response to it.

I think you and I agree that a likely candidate for the CS effect is to be
found at the event level, where either a “CS-UCS” event or a “CS -[re-
sponse]” event comes to be controlled. The CS starts out as some neu-
tral perception initially unconnected with the CS. We have to account
for how it becomes connected, and then for the actual control process
that produces what looks like a conditional response to the CS.
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Closed Loop # 3
Threads from CSGNet

CSGNet, the electronic mail network for individuals with control-
theory interests, is a lively forum for sharing ideas, asking questions,
and learning more about control theory, its implications, and its prob-
lems. The following “thread,” stitched together from just one of the Net’s
many ongoing conversations exemplifies the rich interchanges among
Netters.

There are no sign-up or connect time charges for participation on CSG-
Net. The Bitnet address is “CSG-L@UIUCVMD” (use no quotes in this
and the following addresses); “CSG-L@VMD.CSO.UIUC.EDU” is the In-
ternet address. Messages sent to CSGNet via these addresses are for-
warded automatically to all participants. Via CompuServe, use the ad-
dress “>INTERNET: CSG-L@VMD.CSO.UIUC.VMD” to reach the Net.
Initially, you should send a note to the network manager, Gary Cziko, at
“G-CZIKO@UIUC.EDU” (Internet) or at “CZIKO@UIUCVMD” (Bitnet);
Gary’s voice phone number is 217-333-4382.

Each contribution to this issue of Closed Loop is Copyright © 1991 by its
respective author, All Rights Reserved.

Greg Williams
606-332-7606
July 1991

Competition, Morals, Religion, and Science
Bill Powers: I woke up this morning wanting to write a nut letter or an

essay. I hope the result is the latter. The trigger was hearing last night that
the Gross National Product had dropped last quarter by “2.8% annual-
ized,” which I take to mean 0.7%. It occurred to me that something is
drastically wrong, not with our “economy,” but with our conception of it.
It is simply not possible that the American people are incapable of sus-
taining an acceptable standard of living for themselves, through their own
efforts. But the impossible seems to be occurring.

I think the villain is competition. This might seem like heresy in a free
society, and perhaps it would be if competition were working the way it
did in the 19th Century, when there was still a place to go when you got
squeezed out. But I think that between population growth and running
out of uncommitted territory and resources (because we are finally up
against the fact that we live on a sphere), we are now faced with a de-
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grees-of-freedom problem. What one person or group does to control
for the things which matter disturbs what other persons or groups are
controlling for, and adjustments which ease the conflict are becoming
harder to find. I think that this process accelerated some time in the
1940s. I’ve been watching it get worse, therefore, for 50 years. It’s been
getting worse, of course, for much longer than that, but not as fast.

It used to be that when competition for jobs was fierce, the losers could
somehow manage to find different but equivalent jobs or move to places
where jobs were more available. When a company went under, another
company would spring up to take its place, in an area where workers and
managers could still apply their skills, but where the competition wasn’t
overwhelming. This worked for a long time (with ups and downs); in
fact, it led to a mystique in which competition itself was lauded because
it seemed to energize people to try harder. What wasn’t so obvious was
that this “trying harder” is a form of conflict: we are “trying harder” against
each other. A lot of the energy created by competition accomplishes noth-
ing more than cancelling out someone else’s energy, leaving no net ben-
efit for anyone. While there was still room to expand, while solutions to
conflict still could be found, the energizing aspect of competition had a
net positive effect. But there have always been hints that this is not the
best way to organize a society: people always try to find a way to get out
of the impasses caused by competition. Left to themselves, they seek the
least-conflict state.

The basic idea behind social organizations like businesses or govern-
ments is that when people work together they can accomplish more for
themselves than they can when working separately. This remains true as
long as competition doesn’t occur. Competition occurs naturally, through
failures of coordination or through a desire for freedom. Failures of coor-
dination can be corrected, because coordination is usually someone’s job
and people can learn to do a job better. But the desire for freedom, which
is a necessity for autonomous systems like human beings, leads to com-
petition through conflicts of goals, and no person can alter another person’s
goals in the same way a coordination plan can be altered. Conflict of goals
can arise when individuals who are supposedly working together no
longer subscribe to the same coordination plan. When that happens, ei-
ther people leave the group or they begin to apply some of their efforts to
resisting the efforts of others in the group. The group becomes less effec-
tive in either case.

When conflicts arise, some of the people in a group can leave to pin
another group with goals they find more to their liking. As groups be-
come larger, having wider effects on the shared environment, the poten-
tial for forming new groups diminishes, and conflict arises between
groups. As that happens, the advantages of group effort over individual
effort diminish. More and more of the group effort goes into cancelling
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the effects of other groups’ efforts.
One solution is the coalescence of groups. But because these groups

have disparate goals, mechanisms have to be invented to deal with con-
flicts without resolving them. The systematic application of group-sanc-
tioned coercion arises: law. Law exists because of individuals who pur-
sue goals conflicting with those of the majority, but who do not or cannot
leave the group. The degree of coercion used in a society is a direct reflec-
tion of the disparities of goals in that society, and a direct indication of the
degree to which that society is failing in its primary purpose of enhanc-
ing the capacity of each individual to control his or her life better. It also
reflects a loss of degrees of freedom; there is no longer a way to get out of
a society with which one disagrees and find a situation more to one’s
liking. One must therefore either change one’s goals or risk coming up
against massive coercion.

As conflict increases, the efforts of individuals to satisfy their own goals
also increase; they must, if the goals are still to be met. But a large part of
the increased effort is simply defensive; it is necessary only because some-
one else wants something incompatible, and it accomplishes nothing but
maintenance of the status quo. Life becomes harder to sustain, but it does
not get any better. Eventually, the efforts increase even further, and life
gets worse. The escalation of mutually cancelling effort has a natural up-
per bound: we call it war. On a smaller scale, we call it violence. Violence
is the all-out application of one’s maximum possible force to achieve a
goal, winner take all. As competition increases, so does violence increase.
Violence becomes less and less a fringe phenomena seen among people
whose goals are the most extremely different from the average, and it
creeps in toward the center.

I think the lessons of control theory are clear: competition is not the
basis for a healthy society. What a better basis would be I do not know,
but I know that this one can no longer work. The next phase in human
societies will be invented when the current phase loses its support. I think
the understanding of human nature provided by control theory already
tells us that we are not on the right track, and will help in the formulation
of new approaches which do not automatically generate self-destructive
violence. Nobody is going to hand us the new ideas engraved on stone
tablets. We will invent them, and survive, or wait for someone else to do
it, and perish.

Izhak Bar-Kana: About competition, etc., I can quote Churchill: “Democ-
racy is the worst, except for all other alternatives.” To blame the conflicts
and violence on free competition is a little bit too much. Maybe a less
understanding attitude toward violence could help more, especially in
this country.

Chuck Tucker: What Bill has done is to present a theory of society based
(of course) on control theory. Basically, I agree with his characterization,
with one minor alteration: I still believe that there is far less competition
for those who “make it” than most of us suppose. I still hold to the idea
that there is Capitalism for the Poor and Socialism for the Rich even in the
so-called Socialistic countries. There must be some way to incorporate
this phenomena into the model (unless I am wrong).

Ed Ford: Bill, I question whether competition is really the problem. An
article in today’s local newspaper on the new U.S. moral code states that
“Americans are making up their own rules and laws. We choose which
laws of God we believe. There is absolutely no moral consensus in this
country, as there was in the 1950s and 1960s.”

When I was a child, my family used to vacation in northern Michigan.
In the small town near us, there were two gas stations. They closed alter-
nately on Sundays, allowing each a day off every other week. Closer to
home, my wife is in competition with numerous poster shops and yet,
when she desperately needs a poster, she calls one of her competitors,
and they sell it to her at their cost.

I don’t believe it is our conception of the economy, but rather our val-
ues and beliefs upon which we establish the standards for our decisions
and how we deal with each other (including how we compete). The real
villain is the lack of consensus on the moral principles which came from
our ancestors. As I reflect on the hundreds of people I have seen in my
counseling practice, few have included faith in what recovering alcohol-
ics call a higher power when they reveal those things which are impor-
tant to them. The solid Judeo-Christian values which permeated my child-
hood environment seem to have disappeared.

What has made the CSG such a great organization is the very thing
missing where people associate and/or deal with one another. We re-
spect each other and what each one of us has to offer. In short, our values
are very much the same.

Rick Marken: Powers’ theory of control not only helps me understand
the (usually simple) phenomena of control which I can easily demon-
strate. It also provides a framework for understanding more complex
control phenomena, such as what happens when two or more control
systems interact. The theory makes predictions about what we would
see if people were organized as hierarchical control systems. I believe
that in this spirit Bill Powers brought up the topic of social systems and
the problem of competition. Bill’s model makes some interesting pre-
dictions about what happens when people interact in a world where
there are fewer degrees of freedom available than those needed to be
varied by all systems in order to achieve their goals. One of the most
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interesting predictions, to me, is that it is not physical degrees of free-
dom which limit control, it is perceptual degrees of freedom. This means
that even though the environment might provide enough degrees of
freedom for n people to satisfy their goals simultaneously, it is possible
for the people to perceive the environment as though it had only n-1 or
fewer independent degrees of freedom. That will create conflict and
competition—even though the competition is not intentional.

I think this “degrees-of-freedom” problem should be fleshed out bet-
ter; but I think it is one aspect of many of the problems we appear to have
in our society—the ones Bill alluded to, among others.

I agree tentatively with Izhak and Ed that the apparent value our
society places on competition is not necessarily a big contributor to
our problems. I think people verbally extol “competition” more than
they actually practice it. I think competition—real competition, the
kind where people act to deprive others in order to have for them-
selves—is a side effect of the degrees-of-freedom problem and the way
certain people end up perceiving the world. One piece of evidence for
this, I think, is that the most fierce advocates of competition will hap-
pily collude (cooperate) with the competition (and even break the law
to do it) if it is to their mutual benefit.

I don’t agree with Izhak’s and Ed’s proposed solutions to whatever
problems we perceive in society. Izhak says we should tolerate violence
less—but I haven’t met many people who tolerate it. Violence is compe-
tition (which I believe is a side effect of the degrees-of-freedom prob-
lem) in a runaway condition. Killing all perpetrators of violence might
cut down violence a bit—but, I think, because doing so would free up
some degrees of freedom for the survivors. I’d rather find ways to in-
crease the degrees of freedom available to all systems. As to Ed’s solu-
tion, I don’t see how it is informed by the control model. How does
faith in a “higher power” improve the ability of control systems to co-
operate for their mutual benefit? My experience has been that, since
faiths are based on verbalisms rather than phenomena, people tend to
perceive the meaning of the words slightly differently. Since many of
the faithful have goals about what they want to perceive others believ-
ing, we see efforts at corrective action to bring people to the “true faith”—
i.e., theirs. It took years for Western societies to free themselves from
this source of conflict. Of course, we are not completely free of it. Faith
might be great, individually—I can’t participate because my thought
processes keep getting in the way—but I think it ranks with economic
ideologies as a singular cause of social problems.

In summary, I want to suggest that the value of theory is that it pro-
vides a framework for understanding complex phenomena based on a
model of simpler phenomena. I think the control model is relevant to
understanding complex phenomena like competition in social systems.

I think we should base a discussion of competition on the model, rather
than suggesting solutions we could have picked up as easily from conser-
vative newspaper columnists or Sunday evangelists.

Joel Judd: Through verbalisms we interpret, convince, and confabu-
late what we perceive (is this too far off the mark?). We do so, at least
initially, according to patterns and interpretations which come to us
from family, friends, and society. Narratives reveal the way we justify,
explain, and account for disturbances to canonical concepts we have
learned through verbal and non-verbal perceptions, and they are used
to convince others that our perceptions are valid, or to go further and
convince them that our interpretations of the world are the correct ones.
This is one area where conflict arises among members of society.

This leads into recent comments from Ed and Rick about what we
base our values on. I’ve withheld commenting about religion so far, as
I’ve enjoyed comparing control theory with my own beliefs privately. I
think it’s OK to propose that something like control theory can provide
information about societal problems and solutions to them. But I don’t
rule out the idea that higher-level reference levels could be adopted
from a “higher authority” instead of “evolving” by trial and error, or
arising by some other method. I don’t see faith in a higher power as
inherently problematic, nor does faith automatically translate into co-
operative, loving control systems. If the faith inspires system concepts
of the sort which foster peaceful coexistence and mutual cooperation,
where’s the harm in that? If there is only lip service being paid to the
values, then we have what’s commonly called “hypocrisy.” Unfortu-
nately, we do deal with higher levels in “verbalisms,” so what I per-
ceive by “love thy neighbor” might not be exactly what you perceive.
However, there are ways of judging the way others perceive values,
one of them being “by their fruits ye shall know them.”

Another problem Rick presents is the tendency which humans have,
once they feel they have the “truth,” to try to convince/coerce others to
perceive things the same way. This type of behavior is not all that differ-
ent from fanatics of political ideology or any other ideology. It has two
effects: 1) to attempt to take away another’s free agency (i.e., control),
and 2) to discourage one from looking to religion at all for answers about
our existence. A related comment is that if we were to consider the pos-
sibility that there might be a worthwhile religious organization some-
where on earth, we would still have to face the fact that running it and
belonging to it would be the same old imperfect control systems we
find everywhere else. So one should be careful not to throw out the
system because of the people who are involved in it.

I think anyone familiar with such matters would agree that faith has
to be an individual matter; I can’t “give” it to you any more than I can
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give you good manners. But I think Ed’s comment gets not to the pro-
posal that a particular religion would solve society’s problems, but that
certain values might. And control theory explains how and why these
values might—they provide a high level of control. I don’t understand
a separation of the two.

Bill Powers: Rick asks: “How does faith in a ‘higher power’ improve
the ability of control systems to cooperate for their mutual benefit?”
The method of levels might have something to say on this subject. One
of the unjustified postulates behind this method is that awareness usu-
ally operates as if from some particular level, which gives form to the
current point of view. What you see from this point of view is the set of
all perceptual signals of lower levels, with the current point of view
projected into them as an attribute of this apparent external world. So
if you’re working from the category level, it seems that all of the rela-
tionships, events, transitions, configurations, sensations, and intensi-
ties you experience are exemplars of categories. You aren’t conscious
of categorizing; you just see that the categories are there, as if they
existed objectively. So you’re unaware of the operation of the level cur-
rently occupied by awareness. You’re aware of the lower levels through
it. This is all very metaphorical, and I don’t know what it’s a metaphor
for, but pragmatically it seems to reflect experience.

Working this metaphor in the other direction, the implication is that
you are also unaware of the operation of control systems of higher level
than the “occupied” level (the level in the state we call conscious, to be
slightly more operational about this). In particular, you’re not aware of
what is setting the reference signals at the occupied level: they are experi-
enced simply through realizing that some perceptions are in the wrong
state (you feel an effort to change them) and others are OK. You see a
square with one side bowed out, and that looks wrong. You want to push
it straight and make it into a better square—a better exemplar of
squareness.

As far as consciousness is concerned, then, the definition of OK and not
OK is given, not chosen. If you happen to be conscious at the logical level,
the next thing which happens is a lot of reasoning about where this OK-
ness is defined. Ah... it is clearly coming from a Higher Power. And that is
perfectly correct: it is coming from higher levels, principles and/or sys-
tem concepts, systems running automatically in the forms they had after
the last reorganization—but not consciously.

Which brings us to the next sentence in Rick’s comment: “My expe-
rience has been that, since faiths are based on verbalisms rather than
phenomena...” Not so fast. What I’ve just been proposing is a phe-
nomenon which a lot of people might have experienced throughout
history. They don’t have to be theoreticians to experience it, but if

they are theoreticians and don’t have any constraints on their theories
like science, they are free to propose any explanation they like. One of
tire theories is that this advice from above about what is OK and what
is not OK comes from a supernatural power outside of you (perhaps
acting on your insides, but basically existing in a universe larger and
more powerful than yours). Moses came down from the mountain
with 10 principles engraved on tablets. Could this be a story reflecting
the first conscious human experiences at the principle level? Moses’
theory, of course, was that the principles were handed down from a
Higher Power—which we, of course, recognize as the system-con-
cept level. Moses heard a Voice commanding him. If the highest orga-
nized level in which your awareness can reside is the principle level,
the reference principles will seem to come to you out of nowhere, but
that doesn’t stop you from trying to devise a Where.

One of the constants across religions is a belief in the power of prayer
or submission to divine guidance. Instead of thinking about the content
of prayers, think about the attitude behind them. One has to deliberately
seek a state in which guidance is sought and accepted. In other words,
the rational system (if that is the highest conscious level) has to find a
logical way to accept that it is not the highest level, and so not resist any
changes in itself which it can’t explain rationally (or, more generally, can’t
characterize in terms of its typical mode of perception, evaluation, and
action). I think this is an attitude which fosters going up a level, because
it encourages you to observe the conscious level, rather than just inter-
preting the world through it. You begin to experience it as a level, and
you can’t do that from that level.

Of course, the next level has to exist if any of this is to happen, and it
has to be functioning at least a little bit. I think that theories are proposed
most flexibly when the next level up is still forming and isn’t working
very well. It’s possible that the principle level formed in historical, or at
least legendary, times. And it’s possible that we are still in process of form-
ing the highest level I have any inklings of, the system-concept level.
Control theory is a system concept, surely. Where did it come from? Don’t
ask me: there it was. There must have been a time in the history of Homo
sapiens when no system concept would have made any sense, no prin-
ciple, no program. It’s hard to imagine how the world would have looked
when the highest level was sequence.

Human beings have been thinking about system concepts in an or-
ganized way for fewer than a few centuries, I would guess. Maybe
that’s an exaggeration, especially as it implies that everyone develops
the next level simultaneously. But just look at the way people have
been trying to model human beings since the 1940s. There has been
an explosion of conjecture, with all sorts of new ideas showing up out
of nowhere. There has been a quantum change in the very way we
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ask questions about organized systems. So it might be that our sys-
tem-concept levels have just started becoming functional on a wider
scale. No wonder we aren’t very good at this kind of control.

And another implication is that a new level above system concepts is
starting to bestir itself, poking random reference signals into the exist-
ing system-concept level, saying, “let’s try this one on, or that one, or
maybe that other one.” What’s it going to be about? There will prob-
ably come a time when people begin to get a strong sense that some-
thing is telling them to choose particular system concepts and avoid oth-
ers: something which speaks to them from a direction they cannot com-
prehend any more than the first flint-knapper comprehended where
the idea of sharpening stones came from. They are bound to wonder
where that advice is coming from. There might be human beings alive
now who wonder why I am having such a problem imagining why we
pick one system concept rather than another.

So, Rick, I think there is a phenomenon, and that religious and philo-
sophical drinkers have been trying to comprehend it. I don’t agree with
their theories, but I don’t claim that they have been theorizing about noth-
ing, or just verbalizing.

Rick Marken: In response to Joel Judd, and at the risk of offending
everyone, let me share my own thoughts about the relationship between
control theory and religion. Religion, from a control-theory perspec-
tive, is just something people do. In the model, religions are system
concepts. The particular religion you follow is (according to the model)
determined by the highest-level references in the model. So, in theory,
there is no way to change references for religious system concepts other
than by reorganization—and given the rather remarkable shifts I have
seen people go through in their searches for spiritual fulfillment, ran-
dom reorganization seems to be how it works. A religion is a perception
derived from lower-level perceptions of principles (values, morals),
programs (rituals), relationships (worship, prayer), etc. Different reli-
gions represent different combinations of these lower-order variables
controlled at different reference levels.

So “being religious” is something that a 10-level hierarchical control
system can do, like “being a Dodger fan” or “being a control theorist”
(though don’t ask me to build a working version of a religious control
system this weekend—give me about 300 million years). I don’t believe
there is some “right set of values” for getting along in life or getting
along with others any more than I believe there is a correct way to hold
your right hand. There are certain values (rules) and rituals (programs)
which are right if you want to perceive yourself as a “Catholic” or a
“Buddhist” or a “Dodger fan,” just as there is a correct way to hold
your right hand if you want to say the Pledge of Allegiance correctly.

“Right” for a control system means “matching a reference signal”; the
reference signals defining a particular religion are set by the system-
level religion control systems.

Since nothing really sets the reference for the highest-level systems
(other than reorganization due to intrinsic error), there is no experi-
ence of anything saying “be Catholic” or “be a secular humanist,” so,
I think, we have the experience that we take our system concepts
“on faith”; they just are true; they are what we like. You might at-
tempt to rationalize why you want to maintain a particular system
concept, but ultimately, if it is really a system-level reference (and not
just, for example, a program-level perception you are controlling in
order to, say, “please your parents”—a principle-level perception), then
there is really no more of “you” left to adjust system level references
to satisfy any higher-level goal. Some system concepts (the religion
ones) are sometimes thought of as more important than others (the
sportsfan ones), but I’m not impressed that this is anything other than
a historical accident; if things go on as they are in soccer fandom,
there will soon be as many people who died (and killed) for the home
team as died (and killed) for Yahweh (or Christ or Mohammed or
whomever).

I don’t want this to be taken as anti-religious in any way. Control
theorists just want people to behave “up to specs” (in Bill’s wonderful
phrase)—that means to be able to control the variables they need to
control without interfering with other people’s ability to control what
they need to control. Many people seem to get great satisfaction, in-
spiration, and spiritual fulfillment from faith (i.e., controlling religious
system concepts), and they do it without messing up other people.
That’s just great. All I want to argue is that the control model should
be able to explain all of human behavior, and that certainly includes
behavior called religious. The control model implies nothing about
the best set of principles for people to adopt in order to live best and
get along best with others. There is reason to suspect that many differ-
ent sets of principles will do. However, there are certain principles
which will lead to problems—not because god said so (though s/he
might have—s/he just never says much to me), but because they are
inconsistent with the nature of human nature. So a principle allowing
a person to enslave other people (a principle, incidentally, which god
never saw fit to condemn—the Hebrews started enslaving people,
apparently with god’s blessing, shortly after they themselves were
freed from slavery) might work for some time (it did), but it’s not a
good long-term basis for running a society, because the slaves are con-
trol systems, and they will always try to get as much control as they
can. And people waste much of their productivity doing what is needed
to keep the slaves slaves. It also violates the “up to specs” rule, since a



slave probably has a hard time finding the set of references which
eliminates intrinsic error.

I hope that control theory might be able to give a theoretical basis for
understanding the best way for people to get along with each other and
do the best for themselves as well. If the result of this theoretical exercise
says “thou shalt have no other gods before me; then I shalt not.

This partly answers Bill’s complaint about my claim that religions are
based on verbalisms rather than phenomena. I agree that that claim of
mine was wrong. As a matter of fact, I have had religious experiences
(perceptions of religious phenomena) myself (almost always while lis-
tening to Bach, Mozart, or Beethoven). What I meant to describe (and
what I will stick to) is my impression that many institutionalized reli-
gions, which take “scripture” very seriously when it comes to articulat-
ing their principles, tend to mistake the words for whatever wisdom (phe-
nomena) those words might articulate. If you need to read a book in or-
der to find out that it is wrong to kill and steal, then let me be the first to
encourage you to keep reading that book.

Joel Judd: Rick, you didn’t offend me. But I can tell that when the discus-
sion gets rather “far afield,” most people would rather “stay in the house.”
Talking about higher levels seems kind of ethereal I guess; not terribly
scientific.

Mark Olson: Rick, you didn’t offend me either. Joel, ethereal, maybe.
Scientific, maybe not. Surely interesting, though! It’s hard to conceptual-
ize a systems-level analogy of a tracking task. It sure would be nice to
make the ethereal scientific.

Anyway, the idea that the systems level is a recent (a few thousand
years old) development is interesting. Could we develop a classifica-
tion system of the animal kingdom based on the number of hierarchy
levels each species possesses? My guess is that we would find a rela-
tionship between the amount of “rights” we give to a species and the
number of hierarchy levels that species possesses. This idea just occurred
to me, and, no, I am not particularly interested in animal rights as a
topic in itself.

We shouldn’t avoid this topic because it sounds unscientific—talk-
ing “unscientifically” often leads to an idea which, when tested, “revo-
lutionizes” science. In other words, another variable means to an
agreed-upon end.

Rick Marken: Mark, I agree—Bill’s idea of a recent origin of the sys-
tems level is extremely interesting. I don’t believe it, because I have this
notion that the levels of perception are structurally imposed by the ner-
vous system, and, thus, result from evolution rather than learning.

I read the physiological evidence as pointing in this direction; that is,
there are cells, for example, in the lateral geniculate (I think) which look
for patterns (configurations) rather than for other classes of perception
(transitions, etc). I think the type of configuration a cell sees can be
learned—a curve, rather than a line, maybe. I don’t know of any evi-
dence for this learning capability in cell receptive fields. But I think that
such learning would be within a class. If the control model represents,
to some extent, both the functional and structural organization of the
nervous system, and if there is a systems-concept level up there in the
cortex, then that’s what it perceives—systems. Any kind of system,
maybe, but just systems. If there were a level higher than systems, then
I think it would have shown up by now. On the other hand, maybe it
has always been there—it just didn’t have much material to work with
until now. Maybe that’s why the systems level appears to show a his-
torical development. It was always there (in Homo sapiens, but maybe it
just didn’t have much to work with early in the going.

Bill Powers: When the issue of religion, higher power, faith, and so on
appeared on this net, only a couple of voices were heard against a vast
silence. This is interesting. I happen to know that there are some strong
opinions out there, a few favorable and many unfavorable, on this sub-
ject. I jumped right into it with a control-theory-based conjecture about
the way religious perceptions and phenomena fit into the control model,
and Rick, after expressing his views along the same lines, noted that we
seem to have hit a touchy subject and offered to change it (not that we’re
limited to one subject at a time). And Joel Judd might have expressed
more than one person’s view when he said: “Talking about higher levels
seems kind of ethereal I guess; not terribly scientific”

The interesting aspect of Joel’s comment is that it is a higher-level
point of view. To say that something isn’t terribly scientific is to imply
that we try to say things which are scientific. From this I deduce that
one can perceive the degree of scientificness of a discussion. If the de-
gree is less than some desired degree (very scientific), something must
be able to detect the difference between the actual degree of scientificness
and the desired degree. This difference, I take it, is the basis for what-
ever action is taken concerning the discussion, such as writing a sen-
tence saying that it’s pretty ethereal. Clearly, there must be a system
concept about what “scientific” means, and there seems to be a control
system related to it.

It seems to me that for those who consider stick wiggling boring and
want to get into the more interesting higher-level aspects of the control-
system model, we have here a wonderful laboratory in which to ex-
plore the real system, the one we carry around in our heads all the time.
If I say something bearing on religion, your first reaction to it is evi-
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dence about the system concepts you have and are willing to defend. If
it is possible for you to observe those reactions and bring out a fuller
description of them, then you will have one foot in the point of view
from which you can evaluate system concepts as a phenomenon, using
a real live example. As you observe this example of a system-concept
control system in action, you will see how control actually works at this
level, and gain a deeper understanding of the way system concepts guide
and use lower levels of organization, such as those having to do with
principles and programmatic thinking—logic.

Of course, in order to do this, it is necessary, at least for the moment, to
cease identifying with any particular system concept—that is, treating it
as your own point of view. I would wager that very few of those who saw
the “religious” topic go by did anything but identify with whatever sys-
tem concept was operable at the moment. The disturbance was success-
fully counteracted; the incipient error was kept small. If the topic had
switched immediately back to one of the other popular low-level topics,
there would have been a little sense of relief, of relaxing the guard. The
disturbance would have gone away.

And now here it is back again. So what’s happening now? Same sense
of error again? Same generalizations about why it’s not a good topic?
Same strategy for making it go away? Have you been here before? If so,
why not observe what’s going on this time? You don’t have to identify
with a system concept to do that. It’s just a system concept, a phenom-
enon. It relates to principle thoughts and logical thoughts and familiar
words and phrases hooked up into familiar sequences. When you’re just
observing it, it isn’t a good concept or a bad concept; it’s just what it is
and it works the way it does.

Phenomena first. Theory second. Hearken to Marken.

Mary Powers: Wonderful! Along comes this new thread—religion—
which I can’t keep my hands off. We’re talking about a bunch of systems
concepts here—organized religions of various flavors, God, and what Ed
referred to, as the 12-step groups do: a Higher Power.

I don’t hold with organized religions any more than Rick, and for simi-
lar reasons—they don’t do anything for me, and, in their names, people
have done and do horrible things to each other. The latter is not so much
a flaw of religion, though, as it is a result of the human bias to consider
only as truly human the members of one’s own group—those, you treat
with the Golden Rule, etc., but for those others (unbelievers, heretics, etc.),
anything goes (but that’s another thread).

I don’t believe in God either, simply because giving a concept like
that a name concretizes it, and soon you have paintings of a man with a
white beard zapping Adam into life. I love myths and fairy tales, but I
don’t believe them as explanations of how things came to be. I prefer

stories which work—models—to explain things: cosmology, evolution,
continental drift.

But when that kind of story is eliminated, there is a major part of
religion still left, and that is concerned with the principles one lives by.
I’m not in favor of buying any particular religion’s list, but I am in favor
of spending some time thinking about such things and whether what
one is doing with one’s life is relevant and consistent with them. (Ed is
concerned with what he perceives as a decline in morality—I am im-
pressed by the huge jump in the last couple of years in books on ethics
which have come into the library where I worked until recently.)

Of the three concepts I listed in the first paragraph, the one which
makes the most sense to me in terms of control theory is the idea of a
higher power. God, as they say, is everywhere, which means inside as
well as Out There. Acknowledging a higher power is to recognize that
there’s a lot more to oneself than one’s conscious self. Think of that
forgotten name which appears an hour after you stopped trying to re-
member it, or, more seriously, the new idea or a solution to a problem
(which can be intellectual, artistic, emotional, spiritual, moral, or what-
ever) which just appears, again not through conscious effort. One must
consciously prepare the ground, but the answers come from a higher
level than where one is consciously at, and it’s no particular surprise
that in a religious context they are called gifts from God.

It seems to me that this kind of thing happens best with practice, and
the practice is letting go (the 12-steppers say, “Let go and let God”). The
letting go is often done by sleeping. I take long hot baths. Many people do
it by prayer and meditation. The interesting thing to me is that effortfully
trying to get an idea or solve a problem looks very much like pushing on
a conflict. As was discussed in the psychotherapy thread, control theory
says that you cannot force a solution to a conflict, but resolve it by—
whaddaya know!—going up a level. To one’s higher power, or certainly
to a higher level in oneself.

Whether or not doing this eventually leads one to being a more decent,
moral person I do not know, but it seems likely to me. Over the last few
millennia, the religious life has produced (in addition to bureaucrats,
power freaks, and sadists) some very mellow souls, and it’s worth look-
ing at what they have to say—because they are talking (obscurely and
metaphorically, usually) about levels of the mind which control theory,
coming from the bottom up, is as yet only pointing at.

Izhak Bar-Kana: I respect the religions, at least those which I know, for
trying to teach people that if you are not God, neither is anyone else
around here.

Rick, I object to your arguing with arguments which are not mine. I
am not sure we use the same names for the same things. When you mix
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free competition with stealing, something is wrong. Bill Powers might
have a good theory, and I might see that people respect him for that. I
might see that he is very successful, at least within this small universe
called CSG. I might try to do better, and this is all competition is about.
If I try to steal his ideas, then I am a thief. I might try to call him names,
I might become violent, but this has nothing to do with free competi-
tion. Maybe this is related to the modern trend in sociology: “Why ain’t
I entitled to the same things?”

I am not interested in the public opinion about violence, as I am not
interested in the public opinion about education, drugs, etc., especially in
this country. As a simple engineer, I am interested in deeds. My friend,
you might be killed in front of a lot of people, and no one would interfere.
Even worse, they would run away... from the police, so they would not
get involved, become witnesses, etc. The amount of violence in this coun-
try, which people seem to get used to, is unbelievable.

Ed Ford: My reference to a higher power or religion was only to es-
tablish an example of a system of values (systems-concept level), a sys-
tem which varies with each individual, from mere lip service, to con-
trol or to harm others, to genuine concern for others. Within our Group,
we have established an unusually high degree of rapport because we
have all accepted similar values and standards. It isn’t the values them-
selves, but our (to quote Bill) attitude or perception of our individual
goals and wants which determines how each of us deals with each
other.

And yes, faith (maybe a misused word) can be based on fact. My be-
lief that George Washington lived is based on fact. So is my belief in the
basic message and messenger of the particular religion I adhere to. That
also is based on fact (just look at today’s date).

Rick, your comment that it took “years for Western societies to free
themselves from this source of conflict” is most interesting. Our faith in
a higher power doesn’t improve our ability to deal more equitably with
others unless we translate those values to standards and decisions in a
way which respects the internal control systems of others. Unfortunately,
people have used these ideas as an excuse to control, abuse, and ma-
nipulate others (“even the devil can cite scripture to his means”). For a
control theorist, what makes any living-systems concept valid is that it
has as its basis a respect for the choice-making abilities of others —for
the control systems residing in all of us. I really intended to use my
words as an example of a systems concept in my discussion about com-
petition, not to create an issue about the validity of religion.

Joel Judd: Since this topic is still alive, I’ll repeat what I said last fall
about the initial attraction of control theory, and that is its inherent re-

spect for one’s autonomy. Apart from the practical and conceptual short-
comings of behaviorism and cognitivism, what I dislike the most about
them is the way they ultimately tend to take away one’s choice, or at
least responsibility, since we are just reacting to stimuli. My own reli-
gious beliefs are centered around the concept of “free agency,” and con-
trol theory just confirms my belief that we are all free to choose. Free-
dom, of course, doesn’t mean “anything goes,” but it’s in deciding what
goes and what doesn’t that groups of people get into trouble.

Chuck Tucker: I have found the discussion begun by Ford’s answer to
Bill’s discussion of competition to be very useful, and I think that an
ethical standard can be constructed from the exchange of posts and some
reference to previous writings. I shall briefly support my suggestion with
comments about the posts.

It was Ford who suggested that CSG members get along so well be-
cause “we respect each other and what each one of us has to offer. In
short, our values are very much the same.” But notice that rather than
focusing solely on this aspect of Ford’s post, Rick mentioned a “higher
power” and the phrase “verbalisms rather than phenomena,” and he
disagreed with Ed’s suggestion that we need more faith. Then Joel
brought the conversation back to Ford’s original point by saying that
.,faith” and .,values” rather that a particular religion can be used as
higher level concepts to bring about cooperation. Bill made comments
on “higher power;” demonstrating that a “higher power” can be part
of a control system and used cooperatively as a phenomenon. Rick
followed with a discussion of his view of religion, and while noting
that he was not taking an “anti-religious” view, he did end his post
with a recognition that he was wrong in noting that religion was just
verbalisms. Then Rick, after noting he might have offended someone,
suggested that the subject be changed. But Bill returned to the discus-
sion by making the concepts of religion, science, and logic almost on
the same level. Mary noted how control theory can use higher-level
concepts like “higher power” without a particular religious
organization’s “spin” on the concepts. She also mentioned that it is “to
one’s higher power, or certainly to a higher level in oneself” which one
goes to resolve a conflict.

Now, what I make of these exchanges is an ethical standard at the
highest level used by those who use and believe in control theory. This
standard is: all human beings are self-regulating control systems and
should be respected as such. Ride is correct when he says that most
religious leaders (and their religious doctrines) do not respect humans
as self-regulating control systems and try (rather unsuccessfully in most
instances) to coerce/force/bribe others to follow their rules (which
many do not follow themselves). I claim (see Bill’s Chapter 17 in Behav-
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ior: The Control of Perception) that control theory contains this ethical
standard, and that religions would do much better if they would also
use this standard. Thus, we in the Group get along so well because we
place a value on and find as important the fact that each of us is a self-
regulating system.

Rick Marken: For reasons I cannot understand, I count myself as one
with a belief which makes it far more satisfying to know the truth than
to be right. I tend to distrust and fear control systems which prefer be-
ing right to being truthful (or, since we rarely, if ever, get the latter, which
admit that their “rightness” is tentative). It seems to me there have been,
are, and will certainly continue to be control systems which want only
to be recognized as having the right idea—an idea we would probably
call a system concept. The methods of showing that these system con-
cepts are right have too often included violence.

I argue that there is only one system concept I know of which has,
explicitly, included as one of its working principles the principle that it
is more important to know the truth than to be right. I think this prin-
ciple implies a willingness to subject one’s beliefs to the test to observa-
tion, logic and reasoning—i.e., falsifiability. Scientists who act as though
this principle is not part of their system concept are no longer—from
my point of view—scientists (even if they say they are and they do a lot
of math and a lot of experiments). They are just ideologues—religious
fanatics like the rest. I don’t think any ideology (religion) other than
science contains this principle of “truth over right” as part of its system
concepts. The very essence of religion is revelation—”I know what’s
true no matter what logic or my experience says.” What could be more
dangerous? When I meet a religious person (or the exponent of any
other ideology—i.e., a system concept not including falsifiability as a
central tenet) who says, “gee, I might be right but I’m willing to change
based on the evidence;” then I’ll be greatly impressed. I might even join
the religion.

Joel Judd: Most serious religionists, or at least ones I admire, would
argue that the search for meaning, God, etc., is the search to be both
true and right. I don’t see the mismanagement and abuse of religion as
negating any possibility that there are Truth and Rightness together
somewhere. The problem, or paradox, is that I don’t believe inquiring
minds want to know; rather, there has always been the desire to prone
God, etc., “scientifically,” and I don’t see that happening in the near
future. That is why scientists argue against “religion” as Rick does:
“The very essence of religion is revelation—’I know what’s true no
matter what logic or my experience says.’ What could be more dan-
gerous?”

Or what could be more sublime? I find it interesting that Rick uses the
word “revelation;” because in my beliefs that happens to be a key con-
cept. It refers to the idea that God communicates with man (which of
curse assumes there exists God, etc.). No, it’s not amenable to logic, but
yes; I do believe experience can bear out one’s perceptions of “revela-
tion,” if you mean the same thing by experience as I do. Revelation to me
might just be “‘luck,” “good fortune,” or a “timely decision” to you. There
is no way I can “prove” to you it is right, or true.

One last thread which has run unexpressed through most of the
“religion” polemic concerns the idea of “selflessness,” for lack of a
better word. Most major religions include some form of the doctrine
that a human being reaches greater heights by thinking less of self
and more of others. In Christianity, the paradox was expressed by
Christ when He spoke of “finding” your life by “losing” it, explaining
that serving others is somehow more divine than serving yourself.
Included in this self-subjugation is obedience to God, with the under-
standing that He has had more “experience” and is in a position to
suggest how we might make the most of being human. I would bet
that a lot of tie people we admire fall into this characterization, whether
or not they believe in a higher power. It’s great to recognize your po-
tential as a fully functioning control system, but I think it’s even greater
to reign in all that power and place it in the service of others to help
them reach their potentials. While I’ll never be able to “prove” that,
that’s the interface between science and religion for me.

Chuck Tucker: My point was that control theory, as I understand it, has
an ethical principle which is on the same level as religions, theories, ide-
ologies, or meta-meta-instructions. The principle is: respect each human
being as a self-regulating control system. I also tried to make the point
that most of those I know who hold to some religious doctrines do not
use this principle, and that occasions much conflict, anger, despair, and
other disturbances even more profound.

Rick Marken: Joel, you make me feel a bit like Scrooge McScientist. I
think my hostility toward some aspects of religion masks my real love
of many things which would also be called religious. (In fact, I realize
that I keep posting on this topic because I am so drawn to, well, spiri-
tual topics). It’s hard for me to have a consistent attitude about a system
concept (or set of them) which has brought us everything from witch
hunts to what Bach wrote. There are some beautiful sentiments in the
Bible. I love Ecclesiastes (by and large), and the stories of the New Testa-
ment are great. I love the character of Jesus. I love a great deal of West-
ern mythology—Greek, Norse, etc. I’m not a big fan of the Eastern my-
thologies—but that is a matter of taste.
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The problem with religion—what spoils it for me—is what you might
call “literalism” or “fundamentalism.” I think it’s what is also called
“faith;” I’m afraid. It’s the part where you have to “worship” some-
thing or “believe” that something “really” happened or that something
“really” exists although there is no evidence for it. There is no faster
way to corrupt the sublime, from my point of view, than by making the
“rightness” of it mandatory. The problem, I think, comes from the fact
that religion (Western religion, anyway) filled at least three roles, two
of which are now handled much better by modern disciplines.

One role of religion was explanation of what was observed—this is
what Genesis and many mythologies try to do. Now we’ve got science
—we understand that the wonderful imagination which created the “ex-
planatory” myths is only half of the process of explanation—there must
also be the discipline of observation and testing. But some people still
want the “explanation-of-phenomena” role for religion—to give it le-
gitimacy, I suppose. Hence we get creationists, flat-earthers and other,
basically harmless, crazies.

The second role of religion is to express the unexpressable—the na-
ture of the human spirit. This is now handled by art—poetry, music, etc.
The Bible has some of the best prose and poetry going. It is art—some of
the most inspired art of all time. Biblical art is a subset of a vast expanse
of songs of the human spirit. But it is not special (other than in terms of
how well if achieves its artistic goals of expressing the human spirit). It
has no more privileged place in the art world than Shakespeare or Chau-
cer (or name your favorite poet). But there are still some who want to
maintain that biblical writings are special—inspired by God. This leads
to book burners and banners. These crazies are dangerous and quite
unacceptable.

The third role of religion (and there might be more) seems to me to be
rather unique to Western Judeo-Christian religion. This is the ethical
role. Apparently, at some time long ago, some Hebrew tribal person
realized that there was no obvious reason why s/he was being a nice
person. And if s/he had no reason, then nobody else had a good rea-
son, and they might go haywire at any time. S/he realized that s/he
needed to tell people there was a reason why they should continue to
be nice to each other—it’s because they have 11th-order system-con-
cept control systems watching to make sure that they have selected the
right references for their principles. S/he just called these references
“God.” Not leaving anything to chance, s/he made sure that everyone
knew that if they didn’t set their principles appropriately, then they
would suffer an error signal—eternal damnation in the fires of hell
(catchy new name for an 11th-level error signal).

I suppose civil laws could be considered replacements for the written
ethical standards (backed by threat of coercion) which had been pro-

vided by religion; but I don’t think they are, quite. I think what Hugh
Gibbon is doing in trying to analyze the system concepts underlying
the law and our sense of justice is the start of a rational approach to
understanding the ethical basis of our behavior. Chuck Tucker suggests
that there might be an ethical principle which is part of control theory
itself—but I don’t think so. I think control theory can explain why we
do (and don’t) behave ethically, but it boasts no ethics of its own.

Because there is no really convincing modern discipline to replace
the ethical role of religion (although I do believe that control theory
might start to help—but don’t expect anything interesting for a few
decades), the crazies in this area of religion have been particularly preva-
lent and destructive. Nowhere else has religion caused more misery to
innocent people than in the ethical bullshit it has imposed, based on the
“wisdom” in ancient texts. I think the creationists are amusing and the
book burners are annoying, but the ones bringing “God’s rules” are just
flat-out evil. I have had many homosexual friends whose lives I’ve seen
made miserable and difficult because of the religious prejudice against
this practice—because God says it’s wrong. We have a massive over-
population problem in the world, partly due to the fact that some nut
cakes have divined that God doesn’t like anything to come between
semen and ovum (this one, alone, will probably be sufficient to end any
hopes of a civilized society). From what I read, it seems to me that Jesus
was the kind of guy who wanted people to find their highest degree of
personal human fulfillment. He didn’t get mad at prostitutes (who hurt
no one, save possibly themselves) or homosexuals (again, who hurt no
one except, possibly, themselves) or masturbators or birth controllers.
Not even an adulteress. I think Jesus knew the difference between help-
ing people achieve their own personal goals and helping people achieve
his goals. I love selfless giving—but remember, that’s self less. If Chris-
tians were really Christian, they would be out there trying to help ho-
mosexuals find the mates they want—not the mates the Christians want.
Of course, these values of mine must be all wrong because they are not
written down on an ancient parchment. Ah well.

Anyway, when it comes to religion, I think the aspects of it which
really are wonderful can only be kept wonderful if they are brought
back into the bosom of art, where they belong—where they will not
be corrupted by the ugly drive for “rightness” tainting discussions of
ethics.

Bill noted that discussions about religion, and our reactions to them,
constitute hints about the nature of our own system-level reference sig-
nals. If you can get past the fact that the substance of these beliefs is
considered “true;” you will notice that they are perceptions which you
are trying to defend at particular references. Thus, our arguments, if
analyzed properly (I bet Bill could help), are themselves a laboratory
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for study of control of the highest-level perceptions in the control hier-
archy—definitely more interesting than watching control of the posi-
tion of a cursor on a screen.

Another reason that religion is relevant to control theory, I suggest, is
for the same reason that it is hard to keep religion out of discussions of
the origin of life. Control theory, like evolutionary theory, is trying to
deal with aspects of human existence which were once the sole pur-
view of religion; with evolution, it is the origin of people; with control
theory, it is the nature of the soul. Of course, regular old psychology
treads on religious issues, too. But control theory gets to the “soulful”
aspects in a particularly deep way. Control theory explains (rather than
explains away) one aspect of people which most deeply defines our
human nature—our purposefulness. Suddenly, teleology is no longer a
spiritual mystery, but an understandable characteristic of closed-loop,
negative-feedback organizations of matter. Most importantly, religion
itself is an understandable part of the control model—it is a system-
level purpose, an intention to perceive certain principles, relationships,
categories, etc. This doesn’t make gods or religions go away (just as
evolution did not make gods and religions go away) but; like evolution,
control theory certainly requires a thoughtful reevaluation of this sys-
tem concept. There is just no getting around it. I can’t help but feel that,
to the extent that control theory is an improved model of human na-
ture, reevaluating one of the most important aspects of human nature
in the context of this model cannot help but be for the best.

Bill Powers: Joel, this is the point where in ordinary conversations I
would say “Oh, sorry, I didn’t mean to tread on your beliefs.” This isn’t
an ordinary conversation. It’s a scientific conversation, meaning that
the participants are assumed to be more interested in improving their
explanations of natural phenomena than in defending them. So when
you say, “I find it interesting that Rick uses the word ‘revelation,’ be-
cause in my beliefs that happens to be a key concept. It refers to the idea
that God communicates with man (which of course assumes there ex-
ists God, etc.),” I can only take this to be a scientific report. You are
reporting a phenomenon (and in conversations of this sort, one main
ground rule is that all reports are honest and taken to be honest). The
phenomenon is “experience can bear out one’s perceptions of ‘revela-
tion,’ if you mean the same thing by experience as I do. Revelation to
me might just be ‘luck; ‘good fortune; or a ‘timely decision’ to you.”

The theory I propose to account for the phenomena of revelation, tak-
ing it as given that revelations do occur, is that (1) higher-order systems
in the brain, operating at levels higher than the normal level which is
conscious (whatever that mans), can inject reference signals which ap-
pear arbitrary and sourceless to the conscious systems; and/or that (2)

the process of reorganization can alter (at random) the way the con-
scious systems operate, including the way they perceive, so that sud-
den new understandings and new methods of acting appear, as if from
nowhere. I would argue that there is no reason to think that such
changes in the conscious world are due to any factor outside the brain
—i.e., a supernatural being. On the other hand, there is no evidence
that such supernatural intervention does not occur; we do not have
the ability, now, to tell the difference between supra-conscious processes
originating inside the brain and supernatural processes originating
outside the brain—our only evidence is the experienced result.

Now, you go on to say: “There is no way I can ‘prove’ to you it is
right, or true.” You are referring, I take it, to the proposition that such
revelations originate outside the brain I agree; I see no way to con-
struct a compelling argument which would persuade any reasonable
person of the truth or falsity of your proposition, or of mine. So, in
terms of scientific knowing, we would have to agree that we do not
know which is the coned proposition, if either. In such cases, we must
choose something as a provisional belief, to take the place of knowl-
edge. The question then is which belief to choose, not on grounds
that it is “right” (because we do not know which is right), but on
whatever practical grounds we can find.

One possibility we must entertain is that sudden changes in the con-
scious world sometimes might be due to normal reorganization or to
the action of higher-order systems in the brain, and sometimes might
be revelations from a higher power outside (or larger than) the brain.
If that possibility exists, then we must ask about the consequences of
making a mistake: of mistaking a brain process for a revelation from
God. Suppose you suddenly get the thought, crystal-clear and compel-
ling and as if from a higher source, “All of your troubles are being
caused by the Jews. You must therefore kill all of the Jews, and purify
the land.” If you are convinced that this thought is a product of your
own organizing processes, you will evaluate it in terms of all of your
other concepts and understandings and goals, and quite probably will
dismiss it as just another of those bright ideas which would not work
out very well. But if you decide that this sudden idea is a revelation
from God, you have no choice but to obey. The theory of God does not
allow for ignoring God’s word, or reevaluating it.

I think we must accept that thousands upon thousands of people
have received sudden thoughts which they attributed to God, and as a
result have committed what I at least consider to be unspeakable evils,
thinking that they were acting under Divine Orders. In many theolo-
gies, the answer to this problem is not to say that such sudden thoughts
arose from internal reorganizations and were simply not evaluated ap-
propriately, but that they originated in another supernatural power:
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Satan, the god of evil. The theory of God, in combination with observa-
tions which seem to attribute unacceptable characteristics to God, re-
quires introducing the theory of Satan, who is responsible for the unac-
ceptable “Divine” orders.

The Koran states quite plainly that God commands loyal Muslims to
convert the infidels, and if they will not convert, to destroy them as the
forces of Satan. I imagine that there have been many faithful Muslims
who have undergone a crisis of the spirit over this teaching: God says
you must kill these innocent people, while reason and compassion say
that to do so would be evil. The power of faith, however, can overcome
mere human reason and feeling. The good Muslim would subjugate his
personal thoughts and feelings to the commands of God, and do what the
Divine Word says he or she must do. I’m no expert on the Muslim faith,
but I think this is not a grossly unrealistic scenario.

In this country, of course, our God (of Christianity or Judaism, to
speak only of the majority beliefs) does not command us to kill the
infidels (although not everyone would agree with that). So we have
the case where in one part of the world, divine revelation contradicts
what divine revelation says in another part. A crisis of the spirit in a
soldier from the U.S.A. in the Persian Gulf War might lead him to
decide not to kill an Iraqi soldier in his sights, while another crisis of
the spirit in an Iraqi soldier might lead him to decide to kill the Ameri-
can who is in an equally helpless position Both reject what personal
inclination demands, and submit eventually to the Word of God—
with opposite results.

The theory of God keeps getting more complicated as problems like
this arise. This theory, to say the least, lacks universality. It must be clear
to the adherents of different faiths that their beliefs differ radically from
those of others who also lay claim to belief in God. The only solution
which does not lead to God contradicting Himself is to decide that one’s
own faith is the right one, while the others are in error on the points of
dispute—they have mistaken their own thoughts for revelations from
God. In countries where freedom of religious belief and expression are
considered extremely important, this leads to the odd situation in which
a constitutional edict requires distortions of the True Word of God to be
tolerated. In other words, one must figure out how it is all right for
other people to go against the word of God, while it is not all right for
oneself to do the same thing.

All in all, I think that my theory makes more sense. It allows us to
understand the experience of revelation in a way which does not re-
quire all people to experience the same, or even consistent, revelations.
It does not in any way deny the reality of the experience of revelation: it
merely explains it in a different way. In a context allowing equal con-
sideration to all varieties and details of religious belief, I think my propo-

sition remains free of contradictions and entails the postulation of the
fewest entities, whereas the theory of God requires the multiplication
of entities and the maintenance of principles which differ from believer
to believer—all of them True.

Rick Marken: Bill, what can I say? Pretty strong stuff—a theory of the
11th order. I think your point about constitutionally mandated reli-
gious tolerance was great I’ve always wondered how it could really
work, since it does require (if you believe in the “god theory”) that
you allow other people to go against the word of god while you don’t.
I think it is becoming dear that it can’t work. It’s not going to work in
India any more. It’s barely holding on in the U.S. It seems to me there
are only two possible solutions—one (which I think Ed suggested) is
to accept the god theory and hope (or require) that everyone agrees
on just which god is really out there; the other is to give up the god
theory and try an alternative—possibly brain theory: the theory of
11th-order control systems. I think that the latter is quite unlikely, ever.
Pretty depressing. My rule of thumb, however, is to always try to live
in the society having the least institutionalized commitment to a par-
ticular version of the god theory. I hope America can hold out for a
while longer—but it looks like, after a brief period of enlightenment,
the world is prepared to dip into another millennium of besting for
the correct god theory. Oy vay.

Joel Judd: Rick and Bill: “I wanted out, but they keep pulling me back
in.” (Al Pacino in “Godfather III”)

At the risk of turning this into a forum for personal beliefs, I want to
mention some fundamental notions in order to respond to your com-
ments. Assume (and I know this is a big assumption) the following sce-
nario: there exist a couple of Gods (it takes two to have kids, you know)
who have some offspring and want to offer a physical/mortal existence
to them (for reasons I won’t go into fully). This existence requires a place
to live and the niceties of mortality—birth and death Part of the reason
for sending the children away is to let them learn to make choices con-
cerning—that’s right—Good and Bad, Right and Wrong. Following the
mortal part of this plan, the children will continue on immortally in
different states of “maturity” and “knowledge” according to their ac-
tions on earth. Now, as soon as this plan is presented, two people offer
to help carry it out—right again, Lucifer and Christ (both sons of God,
by the way). (In case you think I’m making this up, check out Isaiah and
Revelations, among other sources.) However, they quibble over an im-
portant issue: Free Agency. You see, Lucifer, being a good guy and a
little bit selfish, offers to make sure that all of God’s children make it
back safe and sound—by forcing them to make good choices. Christ, on
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the other hand, says he will let everyone have a say in the matter, allow-
ing them choices (and, knowing that children inevitably goof sometimes,
he will do his best to allow everyone to make up for their mistakes, and
show them how to do so). Well, we can find out how this (mythical)
story turns out by looking at Christian theology. Lucifer becomes the
bad guy by resenting God’s rejection of his offer, and he and his follow-
ers leave without tasting mortality.

Returning to science, I try not to get worked up about science/reli-
gion (dare I say S-R?) arguments, because of conclusions like Bill’s: “In
such cases, we have to choose something as a provisional belief, to take
the place of knowledge. The question then is which belief to choose, not
on grounds that it is ‘right’ (because we do not know which is right),
but on whatever practical grounds we can find.” I believe that the crown-
ing principle of mortality is freedom (as do you all, but perhaps for
different reasons), and from my point of view, part of the reason for
being here is to see what we’ll do without that convincing certainty that
“Dad” is always looking over our shoulder. However. “If that possibil-
ity [revelation] exists, then we must ask about the consequences of mak-
ing a mistake: of mistaking a brain process for a revelation from God.
Suppose you suddenly get the thought, crystal-clear and compelling
and as if from a higher source, ‘All of your troubles are being caused by
the Jews. You must therefore kill all of the Jews, and purify the land.’...
But if you decide that this sudden idea is a revelation from God, you
have no choice but to obey. The theory of God does not allow for ignor-
ing God’s word, or reevaluating it.” This and Rick’s comments along
the same lines point out many people’s worst fears about religions. But
religion can suffer from the same confusion as science. For example, the
characterization of the “theory of God” given above assumes that any-
one is justified in professing revelation and recruiting others to help.
This is not the pattern in Christianity, where one person is called at a
time to speak for God (as “Prophet”). Nor can a prophet say whatever
he or she wants to say and get away with it. There are any number of
checks and balances on people’s behavior by which we can judge—”by
their fruits ye shall know them,” “do unto others,,” etc. We all can think
of worst-case scenarios where God, Christ, and others have been in-
voked in the name of genocide, purification, education, and other causes.
But I don’t think any of those crusades spread peace, goodwill, and
cooperation, the hallmarks of God-like behavior. We can judge religion
and religionists with a few almost common-sensical standards, like the
couple just mentioned.

Bill says: “The theory of God keeps getting more complicated as
problems like this arise. This theory, to say the least, lacks universal-
ity. It must be dear to the adherents of different faiths that their beliefs
differ radically from those of others who also lay claim to belief in

God .... whereas the theory of God requires the multiplication of enti-
ties and the maintenance of principles which differ from believer to
believer—all of them True.” Unfortunately, this is one of the best ways
to turn people off about something: provide too many contradictory
choices. Returning to the scenario laid out above, and assuming it were
correct, wouldn’t this be a great way to turn people off about reli-
gion/God?

There are two other issues I’ll dangle. One concerns the idea of Spirit/
Body (the soul). That revelatory communication (if it occurs) would
take place at levels we generally talk about as lower, I find intriguing.
I wonder about the Spirit/Body interface and how higher levels might
relate to/communicate with things “spiritual l” as opposed to the more
physiological functions of lower levels of the hierarchy. Of course, if
you don’t entertain notions of immortality, then such issues are not
interesting.

The second issue concerns the perspective on life obtained from be-
lief in God and belief in Man. I almost never bring this issue up, be-
cause it directly addresses the worst fears examples which always come
up in discussions of religion If one is focused entirely on mortality and
birth and death as the bookends of one’s existence, then life often be-
comes overwhelmingly precious and something to be maintained at all
costs. If, on the other hand, one believes that “life” began long before
birth, and extends long after death, then the mortal part of this picture
becomes almost a “drop in the bucket; “ as it were. That does not mean
that life is valueless or worthless, only that it is not everything. When
someone whips out an Old Testament “myth” and shows how this be-
neficent God drowned thousands of Egyptians in the Red Sea, or mur-
dered thousands of Sumerians in the Middle East, I tend to look at the
context of the story (what we don’t know about the situation as well as
what we do), and consider the Big Picture. And when a child dies of
malnutrition and disease in Bangladesh, or a family is wiped out in a
Kansas tornado, I don’t curse God, or complain that if God existed He
certainly wouldn’t let such things happen. Instead, I try to do my part
to see that the corner of the world I can influence is made better.

God is not around to babysit us every second any more than most
parents are around their 50-year-old children—but they certainly are
available to give advice and offer solutions, if the children ask (and some-
times when they don’t).

None of this is very scientific or convincing experimentally. But it’s how
I make sense of the world, and my life in it. That can be explained by
control theory, as Bill and Rick and others have pointed out. But it prob-
ably can’t be proved. Back to more mundane matters.

Bill Powers: Rick, before we get any further into showing the defects



2827

of various god theories, let’s pause and figure out what we’re doing.
Control theory is not going to settle the question of the existence, na-
ture, or purposes of God. That question isn’t even interesting from the
control-theory point of view. What is interesting is the fact that people
support such beliefs and that the beliefs play some role in determining
their principles, strategies, procedures, categories, and so on. If we
wanted to play games at the system-concept level, we could make up
our own stories about why we’re here and what it’s all about. We could
seek converts, start a church or a political party, and go around claim-
ing that our system concept is better than anyone else’s. We could even
have our own war once we got the hang of it. It’s been done lots of
times before.

Speaking strictly as a control theorist, a position from which I’ve
been straying lately, what I’m interested in are the system concepts
underlying the various god theories. I want to know if there are sets
of principles from which they are drawn; if the principles guide logic
and reasoning; if logic and reasoning select sequences of actions; if
the sequences are indeed composed of symbols (category-percep-
tions)—and so on. In other words, I want to know if the hierarchical-
control-theory model actually works as an explanation of human ex-
perience and behavior. As a control theorist, it isn’t my business to
offer free advice concerning which system concepts are the best.

As I said, I’ve been straying from this course. Straying from it in-
volves saying things like “How can your system concept be the only
True one when I know of many people who believe in a different and
even contradictory one?” That amounts to trying to tell someone his or
her system concept is no good. If people are control systems, and if
they all have 11th-level (system-concept) organizations, and if they each
develop in a fundamentally autonomous way, then of course they are
going to end up with different system concepts, even when they think
they have the same system concepts as others do.

In fact, it is very hard for people to agree on system concepts even
when they try. It isn’t so much that they resist having their system con-
cepts modified to fit the group, but that they really have only a foggy
idea of what the “group system concept” is supposed to be. Perceptions
of this level are extremely hard to communicate. Religious and political
groups keep forming and fragmenting for this very reason: the people
develop divergent perceptions and goals, get into conflicts, and split up
into smaller groups to eliminate the conflict. This happens in every case
where people try to share important system concepts, not just in reli-
gion. If anyone gets fanatical or fundamentalist about control theory, it
will happen here, too. The more important the goal (meaning the smaller
the error that is tolerable), the less difference in interpretation is required
to create a significant conflict.

There are many things we can say as control theorists about system
concepts without getting into judging their substance. The point of a
hierarchical-control model is to account for all of the levels of human
functioning we can identify. We certainly have to consider an impor-
tant subject like religious belief, because it is a phenomenon of human
experience. We are even interested in the content of those beliefs. But
the interest does not have to do with the correctness of the content; only
with its relationship to lower levels of control.

So if I say, as I’m inclined to do, ‘Joel, I don’t believe the story you
tell,‘ I am not speaking as a control theorist but only as a human being
who prefers his own stories. I’m willing to argue on this subject as long
as anyone feels like participating, especially if there are things I really
should be doing but don’t want to do, but if I do so I won’t be talking
about control theory. I’ll just be telling you how William T. Powers is
organized—one-five-billionth of the human race. Maybe I’m doing that
when I talk about control theory, too, but I’m a heck of a lot better orga-
nized in that field than I am in the field of spiritual subjects.

So, Joel, it’s quite unimportant whether I believe your story or not
—as long as we agree that we’re here to talk about hierarchical control
theory. If you could analyze the story into system concepts, principles,
programs, sequences, and so on, we could talk about how well the hier-
archical model fits the way these perceptions work together and the
way a person might behave to maintain them at their respective refer-
ence levels. Then we might come to understand something about belief
itself, instead of trying to decide which beliefs are correct. I understand
that, from your standpoint, your beliefs are true and right. From my
standpoint, so are mine. With that settled, I think we can talk about
belief as a phenomenon of human nature, and return to our original
subject.

Rick Marken: OK, Bill, speaking as a control theorist, I think I am theo-
rizing that religious phenomena (among others—such as ideological
phenomena of various flavors—any experiences which seem to be based
on a set of principles) are, in the model, 11th-order control systems. I
believe the control-theory model says that different people want to per-
ceive themselves as “Christians” or ‘Jews” or ‘Nazis” or “Communists”
or “Pacifists” because of differences among these people in terms of
11th-order reference signals. One interesting thing about the 11th level
(which you brought up) is that the reference levels for these percep-
tions seem to come from “outside” of the person. I imagine that a per-
son whose reference for “religiousness” has him/her controlling for
“Christianity” (as he/she understands it) experiences the source of this
reference as being outside—the higher power that is above him/ her.
This is certainly the way I experience my own reference for religious-
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ness (which is obviously set at “atheism”). It feels less like something I
choose than like something I am.

For some reason it is difficult to become conscious of the fact that the
reference for a system concept is selected by you, not something “out
there” which imposes itself on you. Actually, system-level references
are, to an extent, imposed on you (from the model’s point of view) by
reorganization. But it is hard to see that the reference for a religion is
something your brain came up with in the same way your brain came
up with a reference for a particular sitting position. For some reason, it
is possible (though not necessarily easy) to learn that you are the one
who selects the references for a particular configuration (like the sitting
position), but it is nearly impossible for people to realize that they se-
lect the reference for a particular system concept—not to satisfy a higher-
level goal, but as a result of fairly random reorganization to satisfy in-
trinsic needs. This might be an important point for therapists. The 11th
order might be the “id” of control theory—the source of one’s desires
(references) for particular system concepts might be very difficult (if
not impossible) to make accessible to consciousness. My hypothesis is
that consciousness (whatever that is) can become aware of the source of
a reference signal only if it can take a point of view from a level of the
control hierarchy which is at the level from which that reference is sent.
Thus, it is possible to become conscious of the source of the reference
for the sitting-position configuration when you look at configuration
perceptions as a means of perceiving a higher level perception—such
as a particular relationship between your line of sight and a computer
monitor. I suspect that it is difficult (or impossible) to look at system
concepts from the point of view of whatever it is which wants to use
system-concept perceptions to achieve its goals. Anyway, to the extent
it is possible, the hierarchical-control model gives the term “conscious-
ness-raising” a whole new, drug-free meaning.

The bottom line is that, from the control-theory point of view, system
concepts (like the ones Joel and Ed and Bill and I are discussing) are
perceptions maintained at particular reference levels set there for rea-
sons which are not that well-understood (in terms of the model or in
terms of one’s own consciousness). I think a person who understands
the control model has to accept this fact about the nature of his or her
own system concepts.

Problems arise at the system-concept level, not because some system
concepts are bad and others are good, but because (according to my
understanding of the control model) people tend to assume that the
references for their system concepts come from “out there.” That is the
problem. It leads to the conclusion that the level at which you want to
keep a particular system concept is the truly right level—forgetting to
add that it is just “the right level for you”—because it is your reference

signal. There is nothing wrong, really, with any system concept, as long
as you can remember that it is just right for you, not necessarily for
anyone else. This is the message of control theory about all levels of
perception The “right” level of a perception is the level matching your
own reference for that perception The only caveat is that, in controlling
your perception, you should do so without interfering with the abili-
ties of other persons to control their own perceptions. This interfer-
ence is called conflict, and control theorists generally want to find ways
to avoid it. Thus, system concepts like “kill the...” can be considered
bad if you agree with this principle of conflict avoidance. Obviously,
killing is the ultimate way to prevent people from controlling their
own perceptions.

If people just could be happy controlling their own system concepts
and letting others control their own system concepts, then all would be
fine. I could care less what a person believes. My problem comes from
the fact that most system concepts have principles involving other
people—like the Moslem principle (and Christian, too) of converting
the infidel. That stuff scares me; I think principles like that come about
because people don’t understand that system reference levels (the “right”
way to be) are not “out there,” they are “in the individual.” Why sys-
tem concepts seem to include edicts about how other people should
behave is an interesting question—one that social psychologists, espe-
cially those interested in collective behavior, should look at very care-
fully. I’ll leave that discussion for later.

It’s easy to see when people are confusing internal references for ex-
ternal references. People who say “we have to do it right” obviously
believe that their reference for whatever perception they are control-
ling is “out there;” so that anyone can control relative to it.

Joel Judd: Bill says: “Religious and political groups keep forming and
fragmenting for this very reason: the people develop divergent percep-
tions and goals, get into conflicts, and split up into smaller groups to
eliminate the conflict.” This made me think of a couple of things: 1) The
adoption of conquerors’ religions in history, e.g., the Indians’ “accep-
tances” of Catholicism in Peru. Many of their beliefs were tolerated by
priests and have become part of the ritual worship for Andean people,
a mixture of Pagan and Christian. A Catholic from New York visiting a
chapel in Peru might be astonished or even shocked at the differences
in what ostensibly is the same religion. 2) The problems caused by church
clergy adopting political stances (e.g., Archbishop Romero). Either one
of these would make a very interesting control-theory thesis for some
student of political science, anthropology, etc.

I have perceptions of higher levels as possibly having rather long time
frames—ditto, reorganization which might involve them. “Christian”
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might be a perception built up over 10 years, 40 years, or a lifetime. We
probably would not consider a newborn a Protestant; the newborn it-
self almost certainly doesn’t either. At what point do we say he/she is?
When his/her behavior fits our perception of “acting like a Protestant?”
Maybe this was all assumed in the discussion, but I wanted to make
sure. The same thing would hold for other concepts, like “language,”
which develops over years of experience with language. Wouldn’t some
of the mysterious nature of the origin of higher reference levels be ex-
plained if we admit these longer time frames in their development?
Then it wouldn’t be possible to point to a discrete experience and say,
“That’s when I developed a reference level for ‘family.”‘ That would
address the following comment: “But it is hard to see that the reference
for a religion is something your brain canes up with in the same way
which your brain came up with a reference for a particular sitting posi-
tion.” On the other hand, if reorganization commences to address in-
trinsic needs, and so much of peoples’ reorganizations ends up work-
ing with religious ideas/God, what does that suggest about the source/
purpose of intrinsic needs?

I can understand that Rick’s theory makes no judgments about right-
ness/wrongness—it is an explanatory tool. That can be as true for de-
velopment as it is for the description of a mature control hierarchy. But
I’m not sure about the idea of negating “right things out there.” Isn’t
there a “right way” of driving a car? That’s not the same as saying that
there is a right way to do every little thing every time I get in the car.
Rather, there is a system concept for “right way to drive” which driv-
ers share. We don’t sit in the back seat to drive, we don’t use our hands
to manipulate the pedals, we don’t go down the road backwards,
though we can do these things. There’s a right way to do a lot of things:
use the language, pay taxes, get a Ph.D., worship God. For some things,
though, there is more than one right way... uh, I just lost my train of
thought.

Anyway, developmentally, we have models for developing concepts:
parents, God, Michael Jackson In the case of children, we act as if there
is a right way (ours) and expect them to adopt it. So how do we teach
one another system concepts which we can agree on even though each
is an individual?

Rick Marken: Here’s a quick response to Joel’s great questions: “We
probably would not consider a newborn a Protestant... At what point
do we say he/she is?” When you test for evidence that the person is
controlling the appropriate variables. Just apply disturbances and
watch for resistance. Acting “like a this or that” is not enough to show
that there is control; for example, I can get you to write out a profanity
as you move a mouse to counter a two-dimensional disturbance to

the position of a cursor. You are producing a profanity, but you are not
controlling it—i.e., you will do nothing to resist my attempts to make
your hand write a non-profanity. System concepts are probably not
controlled until a person is well into the teens. Lower-level percep-
tual abilities also develop over time—you must be able to control con-
figuration before you can control transitions. Plooij found clear evi-
dence of this in chimps (who probably cannot perceive, and hence
control, system concepts).

“Wouldn’t some of the mysterious nature of the origin of higher ref-
erence levels be explained if we admit these longer time frames...?” The
origin of the higher reference levels is no more mysterious than the ori-
gin of lower-level references. They are equally mysterious. The model
accounts for the origin of higher-order references differently than that
of lower-order references—but there is no mystery about how it is done
in the model.

“I can understand that Rick’s theory makes no judgments about right-
ness/wrongness—it is an explanatory tool. That can be as true for de-
velopment as it is for the description of a mature control hierarchy. But
I’m not sure about the idea of negating ‘right things out there.’ Isn’t
there a ‘right way’ of driving a car? That’s not the same as saying that
there is a right way to do every little thing every time I get in the car.
Rather, there is a system concept for ‘right way to drive’ which drivers
share.” Bingo—1 think we have here a place where the content of your
personal system concepts might come into conflict with the content of
the system concept we call control theory. This might be a job for Zen
and the Art of Motorcycle Maintenance, but I’ll just give you the short an-
swer. No, there is no right way of driving a car. There are just variable
(perceptual) aspects of the car’s behavior—some of which you can learn
to influence in predictable ways—and you can bring these variables to
reference levels which you specify in order to satisfy other reference
levels. But there is no “right way to drive a car” unless you are talking
about the “real-world” constraints on the way you can influence what
you perceive. In my car, you can only accelerate forward (when sitting
in the drivers seat on a level road) by pushing on a pedal under your
right foot (with the ignition on). If you don’t do this, it won’t go. Same
in our tracking experiments: there is only one “right way” to influence
the cursor, because we’ve set up the world that way.

So the real world (the one we know only in terms of our physical
models) does impose constraints on how we can influence the percep-
tual variables we are controlling—but the particular values to which
we move our perceptions are right or wrong only in terms of whether
they bring higher-order perceptions to their reference levels.

The term “right” implies a standard for comparison—a reference. If
you believe that there are standards “out there” for how things should
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be, then I simply ask, “How do you know them when you see
them?” Control theory explains how to determine when a variable is
being controlled, and what the standard of reference is for the variable.
When we apply this best to objects “out there;” we typically find that
they are not maintained at a standard level unless there is a control
system around making that happen. I’m afraid that, from a control
theory perspective, “right” is defined by the control system—not by
anything outside the control system which is not also a control system.
This has got to be very disturbing to certain system concepts—but not
to mine.

I do plenty of level-five-on-down control studies—and I think we’re
all convinced that we can demonstrate and account for the phenom-
enon of control at those levels rather well. It has to be considered one
of Powers’ most important insights that all behavior can, in principle,
be handled by control theory. As I said in my foreword to Bill’s book,
Bill didn’t invent control theory, but he noticed the appropriate way
to apply it to living systems. He also noticed that all behavior—from
tensing muscles to defending principles—is control and, hence, can
be accounted for by control theory. What could be more important to
promoting the control-theory view of human behavior than to show
that system concepts, principles, programs, etc. are controlled per-
ceptual variables?

So, while I think it is certainly nice to have more and more evidence
that variables like temperature, chemical concentration, force, or what-
ever are controlled, it seems to me it could be monumentally more im-
portant to show that things like “atheism,” or “humanitarianism,” or
whatever other system concepts such words only point to, are actually
controlled variables—and to show how they are controlled, how dis-
turbances are resisted, etc.

I am happy to volunteer myself as a subject for this investigation Per-
haps Bill (or anyone else) could start testing for my controlled principles,
programs, etc, by introducing carefully selected disturbances.

Gary Cziko: Rick says: “So, while I think it is certainly nice to have more
and more evidence that variables like temperature, chemical concentra-
tion, force, or whatever are controlled, it seems to me it could be monu-
mentally more important to show that things like ‘atheism,’ or ‘humani-
tarianism,’ or whatever other system concepts such words only point to,
are actually controlled variables—and to show how they are controlled,
how disturbances are resisted, etc.” I agree that this would an important
advance for control theory, but there seem to be (to me, anyway) so many
problems in demonstrating this convincingly.

One problem is that if we disturb your principles enough, you might
change (reorganize) them, and then we won’t see you defending them

any more. If we keep telling you how dumb you are, you might at first
resist, but after a while you might reorganize your systems concept so
that our comments no longer create any error. We can show control at
lower levels because we can count on subjects to be nice and adopt the
reference levels we give them. But I can’t see this working for high-level
reference levels, such as belief in God, etc.

There are also serious ethical problems raised by disturbing one’s per-
ceptions at the higher levels. Joel Judd thought of giving students dis-
turbing (inaccurate) test scores to see how they would react. Try getting
that one pass the research review committees for human subjects!

But with all of the smart people out there in CSGNet-land (except for
Rick Marken, of course), I suspect someone will come up with solutions
to these problems.

Bill Powers: Rick says: “I believe the control-theory model says that
different people want to perceive themselves as ‘Christians’ or Jews’
or ‘Nazis’ or ‘Communists’ or ‘Pacifists’ because of differences among
these people in terms of 11th-order reference signals.” To be more pre-
cise, it’s because of differences in 11th-order input functions. At any
level, it’s the input function which determines what function of which
lower-level signals is to amount to a perception. The perceptual sig-
nals are just signals which get bigger or smaller. If you stuck an elec-
trode on the signal, it would look like any other neural signal, no mat-
ter what it means. Same for reference signals: they just say “this much,”
not this much of what. The “what” is given by the form of the input
function and which control system you’re talking about. I am not at all
satisfied with this aspect of the model, because it doesn’t seem to cap-
ture the quality of perceptions. Chi the other hand, when you focus on
any one perception very closely, it starts to seem like “just a signal”
and to lose a lot of its meaning. Anyway, good or bad, this is how the
model is presently designed.

People get a “Christianness signal” from all sorts of different lower-
order perceptions, don’t they? The perceptions contributing to Jerry
Falwell’s Christianness are certainly different from those contributing
to the Pope’s Christianness. It’s very confusing when people use the
same words for perceptions that are different. But they have to—there
are more perceptions than words.

Gary, the test for the controlled variable doesn’t require disturbances
so large that they destroy control. All you need is a disturbance large
enough to call forth an opposing (successful) effort which can be ob-
served. If the opposing effort succeeds, there won’t be enough error for
long enough to produce significant reorganization. You won’t change a
person’s principles or system concepts by pushing on them a little. But
you will find out a lot about what the person will resist and what the
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person will let pass. “Disturbing” a controlled variable doesn’t mean
pushing hard enough to cause it to change. It just means pushing hard
enough to elicit an opposing effort which cancels the disturbance as far
as the controlling person is concerned. If you use a large enough distur-
bance to succeed in overcoming the opposition, the result is, as you say,
likely to be reorganization, and you won’t be observing the same sys-
tem any more. But that isn’t how the test is used.

There aren’t any ethical problems in using the test correctly. You don’t
actually change anything which matters to the person. The only cost to
the person is a little effort to oppose the disturbance. This means, of
course, that you must choose your disturbances so they can be resisted
successfully.
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A (Control) Engineer among the Psychologists
Izhak Bar-Kana: My main fi eld is adaptive control, with some neural 

networks and robotics. I subscribed to CSGNet mainly due to its “con-
trol” name and intended to be a quiet listener. The discussion is very 
interesting, and to me, quite surprising.

Regarding positive feedback and evolution, isn’t “adaptation” the 
word? A simple time-invariant mechanism can perform that much. If 
the task becomes more diffi  cult, “tracking errors” (based on the per-
formance index the system tries to minimize) are used to change the 
gain, for example speed vs. error (as in the case of a pursuer), even in 
the simplest adaptive mechanisms. Aft er a while, what previously was 
an extremal situation becomes a normal situation, because the evader 
is faster. A learning system identifi es it as the normal situation, which 
in my humble opinion is expressed by development of muscles, etc., 
as when we train. But this is only a pretext to introduce myself, and to Published by the Control Systems Group
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explain why I will be mainly a quiet listener, at least for a while, until 
I get the opportunity to read more of your works and speak, at least, 
the same language.

Wayne Hershberger: Welcome, Izhak. It sounds to me as if you already 
talk the CSG “language” very well, if I understand you correctly. I 
would put it this way: adaptation, including evolution, does not re-
quire positive feedback; rather, positive feedback requires (calls for) 
adaptation! What adaptation requires is random (polarity) feedback. 
That is, adaptation can be viewed as “slow” control (long-loop time) 
in which elements in the system periodically render the polarity of the 
feedback loop random, in order to “discover” the arrangement of sub-
ordinate elements which will restore the level of the system’s error sig-
nal to within tolerable limits. An E. coli’s control of its locomotion is the 
canonical (or prototypical) case of such slow control, complete with a 
nearly literal, random, “roll of the dice.” By varying the rate at which 
the E. coli tumbles (or the rate at which Darwin’s blind variations or 
Thorndike’s trials and errors occur), the polarity of the system’s feed-
back can be either (a) maintained when it is negative, or (b) changed 
when it is positive (and, thus, eventually restored to negative). The 
adaptation of organisms to overwhelming disturbances is the restora-
tion of control. In his Design for a Brain, Ashby called it ultrastability. 
Bill Powers has called it reorganization. Perhaps it should be called 
“slow control utilizing random-polarity elements which ensure that 
feedback is negative in the long run.”

Whether evolution (the adaptation of species) is “slow control” is a 
matt er I will leave for others to decide. But the adaptation of organ-
isms is clearly “slow control.”

Tom Bourbon: Izhak, welcome, even if you hope to remain a listener. 
Perhaps we can coax you from that intention. Many of us are in the 
behavioral and social sciences, so we lack backgrounds in your areas 
of expertise. I, and probably several others, would appreciate informa-
tion from you about good general references on the topic of adaptive 
control. I am presently working on models of human tracking behavior 
in which two people, or a person and a control-system model, interact. 
Two people can easily decide to change from one mode of interaction 
to another, and one person can easily recognize when the other has 
changed, then adapt to the new mode. I want my modeled person to 
develop the same capacity as a real one who detects the mode em-
ployed by the real person, then adapts. I’ll admit I’m in over my head 
on the topic of adaptive control, but I suspect there might be some 
basic ideas there that will help me in my work.

I hope you will reconsider your decision to remain silent—yours is 

precisely the kind of expertise many of us lack!

Izhak Bar-Kana: Many thanks to Wayne Hershberger and Tom 
Bourbon for the welcome. It is not easy to keep quiet in such an active 
environment, though I think I must do a lot of reading and listening to 
you before I even understand you.

To Bill Powers (and actually to all): I am asking more than claiming, 
but I am not sure I can agree with the apparent contradiction between 
engineering control diagrams and living control systems. Or, bett er, I 
do not understand it. If the problem is driving a car, the input is the 
way, the trajectory which must be maintained, and the output is the 
position of the car. Of course, this diff erence must be measured, and 
the control system only receives the output of the sensor which mea-
sures this diff erence. In ideal situations, this measure is exact. In other 
conditions it has noise, bias, miscalibrations, phase lags (“time con-
stants”), and/or transport lags (“pure delays”). The control system tries 
to bring the error signal to zero, and the output is the position of the 
eff ector (“actuator”). Between the sensor and the eff ector (motor) there 
is a controller which transforms the signal in such a way that stable 
performance of the control system is guaranteed. And this is only the 
simplest control system. If a “brain” is involved, the signal transmit-
ted to the eff ectors cart take more sophisticated forms: the brain might 
know the performance of the control system, might be capable of tak-
ing into account its time lags, etc. Furthermore, the brain has stored 
the fi nal aim of the trip, and might change the route or make other 
decisions which could not be taken by a simple autopilot whose only 
purpose is to keep “in line.” But I think there must be some separa-
tion of the various tasks. And even here, the fi nal point is stored in the 
brain only because some real fi nal point is in the real world, and this is 
what we call “input,” even though the control system can only aff ect 
the output of its own sensors, or its perception of the real world. If the 
temperature must be maintained, the input can be considered internal, 
because it starts in the brain. Still, this signal is transmitt ed to a control 
system whose function is to execute and reach this temperature, or to 
annihilate the diff erence between the desired temperature (registered 
in the brain?) and the temperature of the body. For this control system 
(or bett er, regulation system) the input is external.

I don’t understand how the living control system aff ects its inputs. 
Maybe only a diff erence in defi nition? In a tracking system, the posi-
tion of a target is the input; the resulting position, of the eye for ex-
ample, is the output, even if the only physical and measured signal is 
the diff erence between these two values. I agree with everything I can 
claim I understand in Powers’ “Manifesto,” so maybe I miss the main 
point here. I would appreciate if you could open my eyes here, because 

2



54

I am trying to understand, not to prove that I am right.
To Rick Marken: Maybe the engineering control people need other 

tools because they must design the control systems, not only understand 
them. The “sophisticated” control people use lots of math because of 
the diffi  cult task of proving that a system is stable. Not because they 
are crazy about stability, but because it is easy to get an unstable system 
with an “ingenious” and ”intuitive” control method. When control is 
nonstationary and nonlinear, such as in adaptive systems, the problems 
and the proofs are even more diffi  cult. The problem is that if you cannot 
know (prove) that an adaptive system (I mean “engineering” adaptive 
mechanism) is stable, in general you will discover that it is unstable un-
der some conditions. I don’t know how much this group is interested in 
or how much time it has to spend on this stuff , unless people are inter-
ested in the instability mechanisms of pathological cases.

Please see my lines on the car driver above. Of course the organ-
ism only receives the signal supplied by the sensors, but that is more 
or less the measure of the external signal. By the way, besides deal-
ing with theories of systems, I am also an engineer, and I can tell you 
that no engineer would let a motor run, much less a plane fl y, without 
thousands of simulations, no matt er what the theory says, and in fact 
the theory, the complex functions, diff erential equations, etc., do not 
say much when a real, large, complex system is involved. And I would 
not dare to compare any complex plane with a living organism, not 
to mention an intelligent creature. So, learning through observation 
and simulation is a main engineering tool. But when I want to design a 
stable and well-behaved system, I need mathematical tools which ex-
press stability and performance, and their dependence on the various 
parameters I might or might not change. And then things start gett ing 
tough, like trying to defi ne pornography: It is hard to defi ne, but it is 
easy to recognize when you see it. Yet I usually need the diff erential 
equations to have reliable simulations, especially if I want to discover 
when the real plant stops performing satisfactorily. It is not that im-
portant whether your simulations are state-of-the-art or not, as long 
as they are correct and approximate the real thing. I don’t know your 
models, so I hope they are.

To Tom Bourbon: At this stage, I am afraid I can only tell you that 
the problem is interesting, and that I only have begun studying it. It is 
not as much an adaptation problem as it is a learning problem. How 
to guarantee that a mechanism learns while it performs its task and 
maintains a stable behavior is not an easy task! I will try to be more 
specifi c in the future. In fact, part of the new trend in “intelligent (au-
tomatic) control” tries to eliminate the diff erential equations because 
“the brain does not solve diff erential equations,” and tries to imitate 
the brain; the algorithms used are just (poor) att empts to reproduce the 

activities of organisms’ neural networks.

Bill Powers: Izhak, I think that the mental model you are using is the 
one traditionally given in engineering texts, the same one that Norbert 
Wiener picked up and used in his fi rst book on cybernetics. In that 
model, “input” means reference input. It is shown, usually, entering the 
comparator as if from the external world. The feedback signal, on the 
other hand, is just “picked off ” the output variable through some feed-
back transducer.

In the model we use in the Control Systems Group, when we say 
“input,” we mean the sensory feedback input, not the reference sig-
nal. That is because the sensory inputs in the organism constitute the 
“feedback pickoff ” which reports, as analogue signals, the states of 
external controlled variables. The senses do not report the intended or 
desired state of aff airs; only the current actual state of aff airs. The ref-
erence signal comes not from outside, but from systems superordinate 
to the control system in question, inside the organism.

So it comes down to how we match the main functions and signals 
in a generic control system to corresponding functions and signals in 
a particular control subsystem in the organism. The abstract organiza-
tion is the same; our model has the same connectivity as the one I be-
lieve you are using, so the control-system analysis itself is unchanged. 
But the meanings and the implications are greatly changed.

Apply this to a model of driving a car. The driver sees the current posi-
tion of the car relative (laterally) to the road. Out of all of the information 
in this image, the brain extracts a position signal which varies as the car 
moves from side to side. Thus the position of the car is the input vari-
able, not the output variable, in the steering control system. The posi-
tion signal is compared with another signal which specifi es the intended 
state of the position signal: that, of course, is the reference signal. The 
driver can select any possible perceivable position on (or off ) the road as 
the reference position. The error signal, reference minus sensory signal, 
actuates the output of the control system, which is the torque applied 
by the arm muscles to the steering wheel (this requires two phase ad-
vances for stability). That torque is the last variable in the output chain 
which is due strictly to activities in the brain. From there on, we have 
mechanical linkages and external disturbances coming into play, which 
alter and add to the eff ects of the output and are not themselves part of 
the behaving system. The result is some position of the car on the road, 
and thus a state of the perceptual signal representing that position. The 
feedback eff ect keeps the perceptual signal in a match with the refer-
ence signal (give or take dynamic and static errors). It is not necessary 
for the brain to contain any detailed knowledge of physical properties 
and events outside itself other than the controlled variable. Variations in 
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output properties have litt le eff ect; disturbances are automatically coun-
teracted without any need to anticipate or sense them (except through 
their eff ects on the perceptual signal).

With the reference signal moved inside the control system, we can 
now “parse” complex behaviors in a new way. In order to alter the po-
sition of the car on the road, the brain now needs only to alter the refer-
ence signal for the steering system that is now in place. To pass a car, 
higher systems concerned with relationships to other objects change 
the reference signal enough to move the car to the other lane, keep it 
there a while, then move it back. Of course there is also a speed con-
trol system operating independently, with its own input which senses 
speed and its own actuator which aff ects speed (the foot on the accel-
erator pedal). The “passing-another-car” system alters the reference 
signal for speed, too, as the driver passes the other car, fi rst increasing 
it, then decreasing it. So the higher system uses, the lower systems by 
manipulating their reference signals, just as a human user manipulates 
an artifi cial control system by turning the knob which changes its set 
point.

At the same time this is going on, the driver can use one arm and 
hand to reach out and change the volume on the car radio, then scratch 
his neck, all while telling a joke to the passenger. In this model there 
are many control systems acting concurrently, each controlling just 
one (perhaps complicated) variable. There are neuroanatomical jus-
tifi cations for breaking down behavior into multiple control systems 
operating independently and in parallel, and organized into levels of 
control. And I think this picture also helps us to approach the model-
ing of complex behavior in an orderly way, solving problems of pe-
ripheral control to serve as the foundation for exploring systems at 
higher levels, more central in the nervous system. We can, of course, 
pick isolated systems at any level and analyze them as control systems, 
absorbing lower-level control system properties into their output func-
tions. But the fi nal model must spell out all of the stages of control 
which exist, while, one hopes, maintaining correspondence to known 
structures in the nervous system.

The same model applies to human temperature control. The input 
variable is the temperature of a sensory ending (in the hypothalamus, 
I think). The reference signal is variable, as temperature can be main-
tained actively anywhere between 98°F and about 104 or 105°F. I don’t 
know what varies the reference signal, although I know it changes 
when you get sick. The error signal is translated into shivering and 
peripheral vasoconstriction if it is positive (sensed temperature lower 
than reference temperature) and into sweating and peripheral vaso-
dilation if negative: that is the behavior which aff ects the input, the 
sensed temperature.

As for simulations: we use them a great deal, where we know how to 
construct them. They work very well. Stabilization has not yet proven 
to be a problem, although in the arm model you have seen mentioned, 
the problem was solved just by introducing known properties of the 
neuromuscular systems in question (we never set foot on a complex 
plane). I think that the hierarchical structure simplifi es stabilization 
problems, which might be an indication (and might not) of why the 
whole system is organized that way. We haven’t gott en very far with 
modeling very complex or high-level behaviors. We’re still taking baby 
steps and learning how to walk. But I think that our approach, prob-
ably combined with some of the perceptual models being developed 
by neural network people, will carry us a good deal further before we 
have to change the basic structure of the model.

Izhak Bar-Kana: If this is a family with specifi c defi nitions and prob-
lems, which I do not belong to, I would rather keep quiet or say “ex-
cuse me, it was nice meeting you.” But if it is a control-theory group, 
and when the thermostat is an illustration, then some things deserve, 
at least, clarifi cation. The model you all seem to use, position = posi-
tion + k x error, is of course, perfectly correct. However, I am confused 
about what you call output, controlled object, and control objective.

No matt er how good or how bad is the function of the organism, or 
of any control system, the only thing which it can aff ect is the output. 
Even if one closes one’s eyes, or if one is drunk, he or she still controls 
the output, which is the name of the controlled variable in my diction-
ary. A closed-loop system, properly designed or properly organized, 
will try, in general, to minimize the signal representing the error be-
tween the measured reference signal and the measured output (con-
trolled variable). But this is not the only way to do the job.

A fresh driver, on a new route, with a new car, performs very much 
as was said above. However, a bett er controller uses all possible prior 
knowledge to get a “bett er” quality of control. In our case, the eff ect of 
learning (and here we very much try to learn from organisms) seems 
to become cardinal. Aft er a while, the brain has a suffi  ciently good 
model of both the route and, for example, the car, and the control is 
very much open-loop. Based on some details of the route, the brain 
predicts both the changes and the rate-of-change of the route, and also 
the response of the car to various inputs, and passes to the car a very 
complex signal, mainly open-loop control. No, I do not try to advertise 
open-loop control! There is still much uncertainty in my model of the 
route and in my model of the behavior of the car, therefore I keep my 
eyes open and monitor the error between the desired trajectory and 
the actual trajectory, but now the gain of this error can be much lower, 
and my mainly open-loop control is now smoother and “bett er” than 
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boundaries. In the thermostat, the bimetallic element is the system’s 
sensor of temperature, so that is a natural input boundary. The con-
tacts actuate a relay, which turns on the furnace, which converts a sup-
ply of oil or gas into a thermal output; that is another natural bound-
ary. I call these “natural” boundaries because they separate signals and 
functions in the controlling system from processes in the independent 
environment. The sensory signal (position of the metallic strip) de-
pends only on the temperature of the sensor itself. The thermal output 
of the furnace depends only on the stored energy and the operation 
of the furnace. All other processes between the thermal output and 
the sensor (in the external world) are subject to potential disturbances 
and changes of parameters, and those changes occur independently of 
what happens “inside” the system, as I have defi ned it.

Now, with these defi nitions, what is it which the thermostat con-
trols? That means, what variable is held most nearly at a specifi ed ref-
erence level, in spite of all kinds of changes which can occur in the 
independent environment? Clearly (to me), that is not the temperature 
in the rooms of the house. If a bedroom window is open, the bedroom 
will become cooler. If a window is open in the living-room where the 
thermostat sensor is, the air near the window will become cooler, but 
the air immediately around the sensor will be maintained at the refer-
ence temperature (plus or minus the dead zone). So we know that the 
temperature of the air immediately around the sensor is closer to being 
the true controlled variable than the temperature of the air on the other 
side of room or in a diff erent room of the house.

Now suppose we set an infrared heater on the fl oor, so that its ra-
diation passes through the grille of the temperature sensor and falls 
directly on the bimetallic strip. What will happen? The contacts will re-
main open and the furnace will remain off  until the temperature of the 
sensor element has dropped once again to the reference temperature. 
This will happen when the air around the sensor has cooled enough to 
remove heat at the same rate that the infrared radiation is adding heat. 
So the room temperature will drop and the temperature of the air at 
the sensor will drop. What will remain the same? The signal (position) 
which stands for temperature. The temperature of the sensor itself will be 
held near the reference temperature—but nothing more remote from 
the sensor will be controlled. By varying the infrared heater’s output, 
you can cause any air temperature you like, and the control system 
will still experience zero error.

So by thinking of various ways to disturb the temperature outside 
the system, we show that the only variable reliably stabilized against 
independent perturbations is the state of the sensing element itself, and 
of course the signal associated with that state. Variables more remote 
from the input boundary of the system will be stabilized by the same 

the closed-loop only. In both cases, we control the position of the car. 
The input is the controlling, not the controlled signal, even though in 
closed-loop it might be hard to tell.

Now, about the external reference. Indeed, no route can tell me 
where I want to go, which is a decision. Once I decide where I want to 
go (and, hopefully, based on the knowledge or valid “representation” 
of what is going on out there), I must follow a route which exists some-
where (whether I follow it or not). This is the reference input which is 
measured and transmitt ed, aft er “cleaning” (fi ltering) it of noise and 
processing it so it fi ts the needs of the control system (the transfer func-
tion with its leads and lags, nonlinearities, etc.). At the same time, the 
“result” (as named in Bill’s answer to me—why not “output”?) of the 
control, the position of the car on the route, which I call output, is mea-
sured and compared with the reference. The diff erence is then the con-
trolling or one of the controlling signals which now aff ects the output. 
The objective of the control can be to cancel this error, or to minimize 
it without requiring the use of all vital reserves, or to minimize some 
combination of the error and other variables.

What is wrong here? I don’t use this model because it is Wiener’s 
model, or anyone else’s model, nor because it fi ts some complex math-
ematical formulas, but because that is how I understand the control 
systems. If a thermostat is designed to maintain a constant tempera-
ture, then it is a regulator, and the referenced temperature can be con-
sidered as being internal, corresponding, I hope, to some desired but 
real temperature. Good or bad, the system can only control the output, 
the heat in the room; either it measures it correctly or not.

Sometimes here I seem to get old names for old things, only shift ed. 
For example, Bill, what does it mean to say that “position is repre-
sented as integral of motion?” Position is the integral of velocity. I am 
not surprised that in the brain, motion is hierarchically higher than 
position, because motion is obtained by changing positions.

Bill Powers: Izhak, we do have some work ahead if we’re to achieve 
communication. I’m sure that when it comes to control theory itself, 
you are the expert and I am the amateur. But I don’t think we will have 
any arguments in that area. Where we diff er is in how we analyze the 
behaving system itself, prior to sett ing down any equations. This leads 
to some diff erences in terminology, which we can certainly straighten 
out. But there are also some fundamental assumptions which do make 
a diff erence, and we might have some long discussions about those.

Let’s start with the thermostat, honoring tradition. I partition any 
control system into the system itself and an environment. Where you 
draw the boundary is arbitrary, as you must have a closed loop in the 
end, but I think it’s worthwhile to give some thought to the natural 
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control action only if they are shielded from extraneous disturbances 
by something other than the control system, and only if the sensor’s 
temperature depends reliably on those remote variables.

I think that if you analyze any control system carefully, you will see 
that the same principle applies. The only variable stabilized against 
independent and unpredictable disturbances of all kinds in the environ-
ment is the input signal of the control system.

Now, the output. You suggest that the output of the thermostat System 
is “the heat in the room.” But if that is considered the output, then we 
are in the position of not being able to predict the thermal output of the 
control system’s furnace, because the heat in the room depends on many 
factors other than what the furnace is doing. The outside temperature, 
sunlight coming in the windows and falling on outside walls, open win-
dows, fi res in a fi replace or a stove, lamps, and blockages of air circula-
tion all contributed to the heat in the room. The furnace’s thermal output 
also contributes to the heat in the room, but it does not determine the heat 
in the room. The only thing which the control system can determine is the 
amount of heat released in the furnace by burning fuel. So I would call 
the output of the thermostat the quantity of heat released (per hour) by 
combustion in the furnace. What happens to that heat aft er it is gener-
ated, what other sources and losses of heat might be acting at the same 
time, is impossible to predict from knowing how the thermostat is de-
signed. The only “output” which depends strictly on the operation of the 
control system is the thermal output of the furnace.

Between the thermal output and the temperature of the sensor, we 
have a variable and unpredictable environment. The control system is 
not equipped to sense any of the causes of those variations. Nor does it 
need to be so equipped. All it needs to “know” is the temperature of its 
own sensor. By knowing that, and by being able to vary its contribution 
to the temperature of its own sensor, it can control that temperature.

This is the basis of my general approach to analyzing control systems 
prior to reducing the relationships to equations or programs. What do 
you think of it so far?

Izhak Bar-Kana: Bill, thank you for the compliment, but you know 
and I know that one must learn a lot to discover that no one is expert. 
In fact, I try to understand your discussions as control theorists in psy-
chology because they might be very relevant to my questions in artifi -
cial learning. I am not sure I really understand the diff erence between 
my model and yours; maybe what you call “input,” I call “measured 
output.”

By the way, the temperature sensor is supposed to be in distant 
rooms, not in the neighborhood of the furnace. Now, if the window 
is open near the sensor, the temperature in this room is not aff ected 

by the thermostat system. In this case, the system receives some value 
of a low temperature, sends out lots of heat, the only thing it can di-
rectly control, and has no eff ect on what it is supposed to aff ect, the 
desired output, the temperature in the room, or on its measurement, 
the feedback input to the system. It does not change the fact that the 
input signal is used to aff ect the output or diff erent stages of outputs, 
some of them measured if needed, to guarantee satisfactory behav-
ior of the system. The basic design would take into account the basic 
thermal properties of the room, and nominal ambient external and 
internal temperatures, and the rate of fuel burned and heat supplied 
would have to maintain this nominal condition “almost” with no other 
regulation. So, the input is the desired temperature, and the output is 
the actual temperature. Because I know that uncertainties are always 
present, I monitor the actual “controlled output” and use the diff er-
ence between the desired output (by the way, I also call it the reference 
input, so maybe I just live in another kind of dichotomy) and the real 
output, and use it (aft er fi ltering the measurement noise) to generate 
supplementary heat that, hopefully, will compensate not only for un-
certainties, but also for changes in the ambient temperature, and so 
on. I might even decide that the closed loop is enough, especially if the 
desired temperature is fi xed. The error between the desired and the 
measured output is used as input to the controller, amplifi ed and pro-
cessed, and then sent to fi x or change the rate of fuel, the rate of heat, 
and change the temperature in the room. If the loop is well-designed, 
it fi nally brings the room temperature (as it measures it) to, or close to, 
the desired temperature.

I might repeat myself, but now suppose that the sensor is broken and 
frozen at a fi xed low temperature. Then the control system gets some 
constant input and sends waves of heat, changing, I call it controlling, 
this output, whether this is the desired output or not. Anyway, I think 
I start to understand you, and I am only afraid that it might be diffi  cult 
having a dialog with the control community at large, if the claim “the 
control system controls its input” is not understood. In spite of this ar-
gument, I think that things are not as distant as they might seem. Some 
more eavesdropping and more reading from my side will straighten 
out things even more. I am not used to such a high level of patient dis-
cussion about diff erent opinions, and I am honored to participate in it, 
even if I might introduce noise.

Bill Powers: Izhak, I am very pleased that you are so open-minded 
and willing to work out these problems of communication. As we go 
on, I’ll try to address selected topics in your communications which 
might help resolve whatever problems there are. Today’s text: “I am not 
sure I really understand the diff erence between my model and yours; 
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maybe what you call ‘input; I call ‘measured output.”‘ I think you have 
the key to one of our diff erences in nomenclature. What I call input is 
what you call measured output. I call this “output” an input partly 
because it is the external variable which aff ects the sensor, an input to 
the control system, and mostly because it is aff ected only indirectly by 
the actual output of the system—that is, the actuator or eff ector. The 
state of the controlled variable is not determined by the system’s action 
alone; control is required because there are unpredictable disturbances 
which also contribute. If we use the term “output” for the controlled 
variable, then we have the odd circumstance in which we can’t defi ne 
the output of the control system itself—the output depends on inde-
pendent factors just as much as on the behavior of the eff ector. I prefer 
to reserve the term “output” for the eff ector’s action, which is the last 
thing in the chain of output processes which is completely determined 
by the control system. Between the eff ector’s output and the controlled 
variable there are many sources of disturbance—they are the primary 
reasons control is needed in the fi rst place. We can agree on the term 
“controlled variable.” But I claim that variable is more closely associ-
ated with the sensory input than with the eff ector output.

I don’t think it would be practical to design a home thermostat as a 
basic open-loop system with feedback added to handle details. The 
“details” are the whole problem. The steady-state thermal output of 
the furnace which is needed ranges from zero to the most the furnace 
can produce, depending on unpredictable heat losses and gains in 
various seasons and at various times of day and night, varying condi-
tions of cloud cover and wind velocity, and various conditions of occu-
pancy. A real home thermostat is simply designed by picking a furnace 
which can keep the room above the maximum desired temperature on 
the coldest cloudy day at 100 per cent duty cycle, and then lett ing the 
feedback do the rest, as it does. The problem a thermostat has to deal 
with isn’t “uncertainty” in the sense of system noise. It’s the fact that 
there are very large and unpredictable disturbances of the controlled 
variable. When the main causes of variations in the controlled variable 
are major disturbances rather than noise, there’s no way an open-loop 
branch in the system can accomplish much.

Human systems, I believe, are in the same situation. Most of the out-
put (motor) activities which take place are there to counteract large 
disturbances of controlled variables. There is very litt le random vari-
ability in the system itself—only a few percent of the range of action. 
Living systems got the reputation of being highly variable because the 
wrong model was applied: psychologists thought that the behaviors 
are responses to stimuli, whereas they are probably just actions which 
protect controlled variables from disturbance. The disturbances, of 
course, were mistaken for stimuli. Because disturbances occur unpre-

dictably, the behavior counteracting their eff ects is just as unpredict-
able. But if you know what variable is being controlled, behavior sud-
denly looks far more regular: it opposes the eff ects of disturbances in 
a highly systematic way.

Suppose you have a motor controlling the angular position of a load 
through a gear train. The angular-position sensor is located at the load 
and not on the driving shaft , because the shaft  can twist and there can 
be play and runout in the gears. The actual output of the system is not 
the position of the load, but a torque applied to the armature. If an 
extraneous force is applied to the load, the torque will immediately 
rise to counteract it. If the force is too large, the motor still produces 
maximum output, but the shaft  does not turn: the position no longer is 
aff ected by the system’s output torque. If we now remove the position 
sensor and substitute a tachometer, without changing anything else 
(except perhaps the stabilization fi lter and scaling amplifi er), the con-
trolled variable becomes angular velocity instead of angular position. 
The output torque, in the steady state, equals the sum of all frictional 
and viscous resistance plus any opposing torques, and the angular ve-
locity matches the reference signal. So the nature of the sensor determines 
the nature of the controlled variable. That’s another reason for saying that 
the controlled variable is an input variable.

The reference signal is certainly one input to the system’s compara-
tor. The sensor signal is another. But I like to say “reference signal” 
because in living control systems, reference signals very oft en are sup-
plied by higher-level systems, not by sensory inputs. In fact, I can’t 
think of any case where a known reference signal comes from the sen-
sory inputs. But we can get into that later. Is my nomenclature begin-
ning to make any more sense to you?

When an engineer designs a control system, there is a control prob-
lem defi ned in advance. The engineer can see what eff ectors are need-
ed, what sensors are needed, and even (sometimes) how control might 
be achieved by open-loop means (if there aren’t any unpredictable 
disturbances of the controlled variable). That’s because the engineer 
has an internal reference defi ning the desired result and the ability to 
shape a device having known eff ects on the physical world. The engi-
neer can see all the inner details of the control system, and he or she 
also has advanced knowledge of the properties of the physical world 
with which that system will interact.

An evolved organism like a human being, in the process of becom-
ing organized, doesn’t know any of that. The environment is known 
only through sensory inputs and direct physiological eff ects of the en-
vironment on the body (the state of which is also sensed or at least 
sampled). Actions aff ecting the environment are produced only by 
sending signals into muscle systems. There is no a priori information 
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in a growing brain concerning physical properties of the environment 
or the body, or any ‘laws of nature” or general principles. The brain 
can’t use any of the engineers knowledge in building up its own con-
trol systems as it matures.

Whatever the brain does, it must do on the basis of available infor-
mation and whatever amount of organization it has and has acquired 
at a given stage of development. It discovers properties of the external 
world relevant to control only by acting and sensing the result. No in-
formation is available about what happens between action and sensed 
result: only the result is experienced. Many consequences of acting are 
insignifi cant and unrepeatable; only some are consistent and therefore 
possible to control. The organism learns about the consistent sensory 
results, selects remembered states of those results as targets to repeat, 
and by trial and error fi nds the combinations of output acts which will 
tend to restore the sensed world to any former state, starting in any 
other state. That is called control. It does not need to know, and in 
most cases never does learn, why performing a given act results in a 
given eff ect on perception. It does not need to know the true nature 
of Reality, explaining why perceptions behave as they do. Only when 
higher-level cognitive systems develop does a brain begin to acquire 
a symbolic understanding, a model, of the external world, so it can 
explain why acting in a certain way is necessary if control of a certain 
kind of experience is to be possible. Only at that stage can someone 
become a control-system engineer—and by that time, the vast major-
ity of the engineer’s own personal control systems have been in place 
for years.

If you ask a child, or for that matt er almost any adult, why turning a 
certain knob on a television set makes the picture get brighter, the an-
swer is going to be something like, “Because that’s the brightness con-
trol.” But nobody has trouble with adjusting the brightness to what-
ever level seems “right.” Control is not based on understanding of the 
physical world. That’s lucky for you, if you are a bacterium or a baby.

Here’s my nomenclature for a living control system:

In the diagram, “quantity” = physical variable outside system, “sig-
nal” = physical inside system; “output function” = eff ector, “input 
function” = sensor + sensory computations, “output quantity” = direct 
measure of eff ector action, not subject to external disturbances, “input 
quantity” = physical variable directly aff ecting sensor, “disturbances” 
= independent contributions to state of input quantity, and “environ-
mental link” = path by which eff ector contributes to state of input 
quantity. The observable controlled variable is the input quantity. The 
output quantity varies as disturbances vary, and cancels their eff ects. 
Note that the reference signal originates inside the system.

Izhak Bar-Kana: Again, trying to read and understand the discussion 
which is going on, I have the feeling that I broke into a subject in which 
I cannot even call myself a novice. I am very interested in your discus-
sion, because I want to use any information related to biological intel-
ligence for our “engineering” intelligent controls. I am pleased and 
surprised with the nice and patient tone of this discussion, and with 
the detailed explanations I get.

1. My position in control is actually very similar to yours. I am an en-
gineer, a control one, and mainly, a feedback-control one. In what I call 
“simple adaptive control,” I have lots of fi ghts with some colleagues, 
because I show that some simple feedback loops with “appropriate” 
adaptive gains can perform much bett er and can be more dependable 
than many sophisticated schemes.

2. I cannot aff ord to mix control with philosophy. For control jobs, I 
take external “reality” for granted. When my car does not crash into a 
wall or another car, I deduce that my sensors’ approximate interpreta-
tion of “reality” was not very bad, which I am not sure of if I am drunk. 
In both cases I control my sensorial perceptions. I am glad that I am 
around here and now, even though this phenomenon was not present 
some time ago and will vanish sometime in the future, and in spite of 
the fact that I am “mostly void” and from what is left , more than 90% 
is just plain water. The car which comes toward me might discontinue 
this experiment too soon, even if it (the car) is also “mostly void.”

3. I take for granted that you are there, and that I read a translation of 
your thoughts, even if my perception might be very poor.

4. As I understand it, the great idea of Bill Powers is the observation 
or the discovery of feedback control in behavior, as opposed to a simple 
stimulus-response interpretation. I could not agree more.

5. I might make people angry, but because feedback is closed-loop, 
it is not very important to me what you call what. I only need the dic-
tionary.

6. I do not confuse eff ect and control. I assume that in order to con-
trol, one must be able, fi rst of all, to aff ect, and in a desired mode, too. 
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If the thermostat cannot control the temperature in the room, how can 
it control the measured temperature, which is its input? I hope you 
do not translate “is aff ected by” into “controls.” I assume the thermo-
stat system is designed to perform a reasonable job, as our behavioral 
control loops are “designed” or have developed reasonable tasks. The 
others are not around to testify.

7. One of my problems is that I am, in general, in the middle, and I 
try to understand all sides, and get the main points of opposite ideas. 
I am afraid that this group, trying now to explain every behavior as 
closed-loop, might ignore some very nice and intelligent open-loop 
controls, based on the splendid property of the brain: learning. Yes, 
closed-loop is dependable, and when one learns skating, one uses very 
stiff  closed-loop control. With time, aft er one learns one’s own behavior 
and the response of the skates, one uses much open-loop control, based 
on the learning process and modeling of this behavior. Closed-loop con-
trol is still there, but not alone, and not as stiff  as before (“lower gains”). 
A predictive closed-loop control is also there, comparing the predicted 
desired position to the actual present position, but this loop is weaker 
and weaker with training. How much is open and how much is closed is 
only a question of control gains. It is not a cause-eff ect interpretation. It 
is very intelligent open-loop control. In my humble opinion, one misses 
something if one ignores this aspect of control, in particular when learn-
ing (I wish I knew how) is involved.

8. About “controls output” or “controls input”: as I said, it is not very 
important (for me), if I know what we are talking about. Yet, many of 
your conclusions are based on modeling. Control experience tells me 
that I cannot derive conclusions about the behavior (or transfer func-
tion) of components of a control loop from the behavior of the closed 
loop, because of the nice property of feedback, namely, lack of sensitiv-
ity to variations in the parameters of various components. Therefore, 
to fi nd the transfer function of the closed loop, I must fi rst open the 
loop, test the input-output behavior of the open loop, when any varia-
tion of the components expresses itself one-to-one, and only then close 
the loop. The math also shows that analysis (at least Gedanken) of an 
open-loop system provides conclusions relevant to the behavior of 
the closed loop, but this is only secondary here. Anyway, this might 
explain why I have an input and an output (or more outputs on the 
way, but only the controlled variable is the output of interest). Now, I 
measure the output, and the result of measurement becomes the feed-
back input, and the other input is the reference input. Along with the 
closed-loop scheme, which is basically identical to Powers’ scheme, I 
add a function of the desired (reference) input which directly drives 
the control system, bypassing the comparator.

Bill Powers: Yes, Izhak, it’s hard to convince some people that a sim-
ple control system can accomplish more than many extremely com-
plicated approaches to the same task. One of the great diffi  culties is 
gett ing people to think in terms of continuous variables, isn’t it? The 
digital revolution really brainwashed everyone. Even in electronics, 
technicians are happy to learn digital circuits because they’re so easy 
to understand—but they “don’t do analogue.” They barely understand 
Ohm’s Law, and most of them don’t even know what “impedance” 
means. So much for the great leap forward.

I completely agree that the best att itude in dealing with control-
system design is that of the realist. You can’t play the piano, either, if 
you’re wondering if the keyboard is really there.

I don’t think I agree with you about the gradual progression from 
closed-loop (“stiff ” skating) to open-loop. But we can save a lot of de-
tailed arguments if you will just get my book, Behavior: The Control of 
Perception, and go through it.

Concerning temperature control, I disagree with your statement that 
a thermostat must “control” room temperature if it is to control the 
measured temperature, the input. It must be able to increase and de-
crease the heat content in the room (that is what I mean by “aff ect” the 
room temperature), which in turn aff ects the temperature at the sensor. 
But the temperature at the sensor is aff ected by other things, too, not 
just by the furnace. If something cools air near the sensor, the average 
room temperature must be raised higher than the set-point in order to 
bring the sensor back to the set point. If you think in just a litt le more 
detail about physical processes in the room, I think you will see that 
there are temperature diff erences in various parts of a room, and that 
there are many variable sources of heat and losses of heat which alter 
temperature in various places in the room. Only the temperature of the 
sensor itself is controlled—that is, kept near the set point.

The realization that only the input is controlled by a control system 
(and not just the idea of feedback) was my “great idea.” That’s the 
meaning behind the title of my fi rst book. You already understand 
control theory—just think about it, you’ll get the idea. It’s so simple 
that it took me three years or so to understand it. If you understand it 
in less time, that will show that you are smarter than I was.

Rick Marken: Izhak, if you know of any example of control by an 
open-loop system, then I want to know about it! And I would really 
like to know how it works. I claim that if a variable is demonstrably 
under control, then that variable is part of a closed-loop negative feed-
back loop. I think your examples of open-loop control are just high-
er-order variables under closed-loop control. For example, control is 
bett er in pursuit than in compensatory tracking. This is usually ex-
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plained in terms of open-loop control—the person learns to “predict” 
the position of the target in pursuit tracking and makes “open loop” 
movements in anticipation. To the extent that the prediction is correct, 
then control appears to be bett er than in the compensatory case, where 
the temporal course of the target is invisible. I claim that the “predic-
tion” is just a higher-order controlled variable—like a transition or se-
quence—and, to the extent that prediction works, it is really a result of 
the subject’s ability to detect regularity in that higher-order variable. 
The subject is then controlling a transition, not just the instantaneous 
confi guration of target-cursor discrepancy. The fact that this is what 
is occurring can be tested. If the prediction is open-loop, then failure 
of the prediction should result in no adjustment—aft er all, open-loop 
means not monitoring the consequence of the output. There are ex-
periments using regular, predictable patt erns of transitions as targets 
which show clearly that, when the patt ern is changed (from a circle to 
another patt ern), there is a clear adjustment to this change. The fact 
that the subject is controlling the sequence of transition rather than just 
the target/cursor confi guration is evidenced by the rather long time it 
takes to makes the switch—about 400 milliseconds.

Still, I would be very interested in an example of what you consider 
to be open-loop control.

Izhak Bar-Kana: Rick, you are so enthusiastic about what you believe 
in, and work so hard on it! This is the way to results, even if at this 
stage or another one is wrong, and you are not wrong. Did you miss 
the start of my lett er? I am a feedback-control guy, and I do not agree 
to give up the closed loop, not even for the sake of this discussion. 
I only claim that the dosed loop does not explain everything, and, I 
would dare to say, in particular when brain, learning, and intelligence 
are involved.

A curiosity. Recently I had an argument with a distinguished col-
league, whose argument was: I know the desired output of my plant, 
and I know the plant perfectly (the transfer function); therefore, I can 
use this desired output as an input to something which performs ex-
actly the inverse of the plant. (By the way, for everybody, the “plant” 
or the “process” is what we want to control, but is already there, given. 
For example, the motor, the ship, the tank. We can only add sensors 
and the “controller.”) This way, the output of the plant will do exact-
ly what I want. And then, I say: My friend, this is too idealistic, one 
can never know exactly the plant, the disturbances, etc. Furthermore, 
a transfer function followed by its inverse is not the equivalent of 1. 
(There is a problem of noncontrollability—I don’t want to elaborate.) 
One cannot control without the closed-loop.

As you see, it is peculiar that I am now in the position to convince 

you that one can control without feedback. But now, let us go on from 
his idea: Assume, for a moment, that we know exactly the plant. We can 
then design a controller such that the plant will perform exactly what 
we want (not necessarily “exactly,” but in a satisfactory way). If we do 
not know, let us try to learn about it, or to “identify.” Once we identify, 
we can design our controller. Now, I ask, how can one be sure that the 
identifi cation works correctly? And how can I be sure that the plant 
will not be destroyed before the identifi cation is fi nished? And what 
if the identifi cation process is corrupted by noise? All these thoughts 
occurred when I wanted to design some controller for a manipulator. It 
is a nonlinear system, and because of that, the load varies a great deal. 
If one uses only the high gains needed in diffi  cult situations, one only 
amplifi es noise in other situations. If one uses low gains, then perfor-
mance cannot be obtained. Then, based on very litt le prior knowledge 
about the manipulator, I build a simple adaptive controller (closed-loop) 
such that the gains move up and down as a function of the tracking 
error, and the performance is quite good. However, since I do not use 
knowledge, the adaptive gains “work” very hard. Therefore, in paral-
lel with the controlled plant, I use an identifi er. The SAC (simple adap-
tive control) guarantees that no disaster will happen, even if the iden-
tifi cation does not work properly. However, when the identifi cation is 
correct, the controller based on it takes over and my adaptive gains (of 
SAC) decrease, and may vanish if they are not needed. The closed loop 
is there, and if the tracking error tries to increase, it will push it back. 
Yet, there is a signal, directly from the input reference to the plant, and 
for most situations, is now the only signal which controls the position 
of the manipulator. Is it not enough? Is it not capable of accounting 
for disturbances? Is it a bad control system? A bad control system is 
just that, it does not become a non-control system. And now, because 
my closed-loop gains are adaptive, even when they are called upon to 
correct for uncertainties, they do it at much lower values, usually, than 
before the addition of the open-loop control.

I wish I knew how the brain does its modeling and learning. I think 
that the identifi er must use low gains for identifi cation (“slow iden-
tifi cation” or ‘long-term memory”) so that it is not much aff ected by 
nonrelevant transients, and only stores relevant knowledge. The SAC 
must be fast, to get the gain needed when it is needed.

Bill, now the argument is very close. What you call the input we 
should both call the “controlled variable.” If I measure the temperature 
in the neighborhood of the sensor, then this is the controlled variable. 
However, this is not the end of the story. A good control system would 
be careful with its sensors and (as organisms do) would use some re-
dundancy, measuring the temperature in various points, thus main-
taining some relevance in the measurements, by averaging the various 



2120

measurements or even by eliminating unusual inputs. Furthermore, a 
lot of noise might have been added to the measurement, and a close 
look would reveal a lot of fi ltering used to “ignore” this part of the 
input, and pass only the signal which is relevant to the controlled vari-
able. Only a very primitive control system would just respond to any 
signal (or sensation) received as input, and respond to any spike of 
noise which comes from who knows where. There is indeed the dan-
ger that the control system might respond to any input signal, even if 
it is not related to the designed controlled variable, but a good control 
system takes care of it, sometimes using prior knowledge, sometimes 
identifying the disturbance and compensating for it, sometimes fi lter-
ing undesired signals.

Maybe our diff erent backgrounds lead us to put emphasis on vari-
ous aspects of the same phenomenon. You claim that I control the in-
put, because my output was disturbed by some bias (mainly constant 
disturbance), and I claim that I do not control the input just like that, 
because in most cases it is mixed with noise and must be processed 
before I can be confi dent (always only to some extent) that it repre-
sents the designed controlled variable. About open-loop control, the 
manipulator example above is also relevant. About open-loop in or-
ganisms, I don’t have another example than myself, and that is only 
one sample. I know that before I know my car or my trajectory, I use 
a very stiff  closed-loop system. If I get off  the highway, my control 
loop takes me back immediately, and I might reach the other side or 
crash into the cars moving in the opposite direction. Experience, or 
the teacher, teaches me to ignore this signal, keep the same direction, 
and come back slowly. I see here a combination of closed-loop and 
open-loop control, but this is only one opinion.

Rick, you are right that the evidence on prediction does not prove 
anything about the existence of open-loop control. Actually, from an 
input-output point of view, open-loop and closed-loop schemes are 
equivalent. They have diff erent properties with regard to sensitivity 
to uncertainties, stability (including oscillatory or non-oscillatory re-
sponses), etc. But the argument is not which concept is bett er, only 
whether open-loop control is there. In my case, of the manipulator, 
I know that the open-loop controller is there, because I put it there, 
and I see that the closed-loop “disappears” when open-loop is suffi  -
cient, because the gains vanish. I have no intention to claim that an 
open-loop system can deal with drift , disturbances, uncertainties, etc. 
I only claim that forms of open-loop control might exist along with 
closed-loop. The relative gains, or weightings, might vary, and in some 
situations, each one can be zero. If you have evidence that in biologi-
cal systems there is no open-loop control, then I cannot argue, because 
I simply don’t know. But one can explain some behavior either way, 

again, because from the reference-controlled-variable point of view, 
they are equivalent.

Otherwise, I can add to your argument: a good closed-loop control 
system does use prediction in the closed loop, if it is needed. Any phase 
lead in the forward (I am afraid to call it feedforward) path, or velocity 
(tachometer) feedback along with position feedback supply informa-
tion on the future development, in other words, prediction. And this is 
only an elementary example of prediction.

Bill Powers: Izhak, I believe that one of the important steps one must 
take in understanding human control systems is to recognize the role of 
perception. If we were building an artifi cial device, then as its designers 
we would be aware of the true state of the controlled variable, and the 
state of the signal produced by the system’s sensors as it represents that 
variable. We would be able to see what is signal and what is noise; we 
would know whether the signal is properly calibrated and linearly relat-
ed to the external variable. But in the human organism, there is no third 
party who knows all this. I think that as a designer of systems, you can 
appreciate how the world must look to the system itself. It exists only in 
the form of the sensor signals, and whatever other signals are derived 
from sensor signals by computation. How can we discover the world as 
it is represented by the outputs of human sensors and sensory comput-
ers? The answer is so simple that nobody seems to have thought of it: 
just look around. Feel, taste, hear, and see. There it is. You are already 
experiencing the sensors’ output signals, and you do not experience the 
world which gives rise to them. I do not think that this insight would 
come easily to anyone who has not worked with artifi cial sensors. But 
most people, in the end, understand it if they persist.

If you look at your experiences as signals in this way, you will real-
ize that there is very litt le noise in them—they are almost perfectly 
noise-free. Only in unusual circumstances—near-perfect silence, the 
threshold of darkness—do we experience our perceptions as behav-
ing in a way which seems at all “noisy.” Also, you will realize that 
linearity and calibration mean next to nothing, because you are look-
ing at the output, not the input, of the perceptual functions. You have 
nothing to calibrate them against but the outputs of other perceptual 
functions. You even pick reference signals from previously experi-
enced sensory signals, so the scale of reference sett ings contains the 
same nonlinearities. You can say that this perception is nonlinear with 
respect to that perception or with respect to a meter reading (another 
perception), but you cannot say whether all perceptions are nonlinear 
in a diff erent way with respect to their causes.

I think that this orientation makes a great diff erence in the way we 
build models of human behavior. We must realize that however the 
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brain manages to bring external variables under control, it must man-
age this completely on the basis of information available to it through 
its senses—its uncalibrated senses. It cannot look at the plant (the uni-
verse outside) and see what compensations are necessary in order to 
represent its variables properly. It knows only the variables, and even 
then only aft er they have already been represented as internal signals. 
The only way it can identify properties of the plant is through experi-
ence with sensory representations of the plant’s behavioral variables 
in relation to sensory representations of the organism’s own output 
eff orts. It knows something of the inputs to the plant, and something 
of the outputs from it, but it knows nothing directly about the plant. 
The world outside is a black box. We who have seen artifi cial control 
systems both from the outside and from the inside have some advan-
tage in understanding this situation, because we can appreciate what 
is lost when you lose that disembodied vantage point from which you 
can see what is happening on both sides of the sensory barrier and on 
both sides of the output boundary.

This means that when we try to guess how organisms learn to do 
things like adjusting their internal part of the loop gain appropriately, 
as in your simple adaptive control, we must try to see how they can do 
it on the basis of information available inside the controlling system. 
In your case, you have accomplished that: just use the information in 
the error signal, which is inside the system. If the average error signal 
gets too large (which takes in many possible problems, such as oscil-
lations), reduce the gain of the output function, the eff ector part of the 
system. I don’t know how your identifi er works—does it, too, work 
only on the basis of sensory signals available to the system as a whole? 
Or does it need external intelligence to tell it what to identify?

When we build models of human control systems, we naturally have 
to play the part of the “external intelligence” just to set up a plausible 
system. But our goal must be to learn how the system itself can come to 
acquire those design features we fi nd necessary, without knowing what 
we know about our own created system designs. I have felt for a long 
time that the people trying to reproduce human “patt ern recognition” 
have been on the wrong track, because a “teacher” is an essential part 
of their approach. Some external intelligence must tell the recognizer 
if it is right or wrong. Real organisms do not have such a teacher, not 
when it comes to learning the basic perceptual and control process-
es themselves. Recent work on neural networks and perceptrons is, I 
think, a litt le closer to the right approach, because the system in part 
creates its own organization. But there is still a teacher who knows the 
right answer. Real organisms never know if their answers are right, 
except in terms of how well they serve to control what happens to the 
organisms.

My reason for total rejection of open-loop control is based on thoughts 
like these. How can the organism fi nd the feed-forward output signal 
which will create “almost the right behavior” of the plant, without 
monitoring the behavior of the plant? You have to imagine sett ing the 
direct output signal to just the right value which will keep the car cen-
tered on the road without ever seeing the relationship of the car to the 
road. It is impossible without the aid of some third party who knows 
what the plant is really doing. You could, of course, have sampled con-
trol, so that corrections are applied only now and then. But that is still 
control, and it cannot work without feedback. All of what is commonly 
called “feedforward” is really explainable only in terms of a hierarchy, 
of feedback control systems (in many cases, including those in an en-
gineer silently standing by in the background, screwdriver in hand). 
Only through feedback can the so-called feedforward be properly ad-
justed. There is no friendly omniscient engineer in the background ad-
justing our own “feedforwards” for us.

Your example of overcontrolling a car is, I think, only a description 
of how we learn the right dynamics of response and get the control 
system stabilized. In the end, we have very fi ne high-gain control 
with proper temporal fi ltering so that oscillations are eliminated. But 
we do not notice this control because it takes place in our midbrains, 
brainstems, cerebellums, and spinal cords, where we seldom pay 
much conscious att ention to what is going on. It doesn’t seem that we 
are exerting much control eff ort when we drive down a straight and 
level road, but just watch the steering wheel! It moves with every litt le 
bump in the road, every slight change in the crosswind, every litt le 
tilt of the roadbed. This control system is extremely sensitive to er-
ror—but it keeps the error very small, so it does not have to make big 
eff orts. Unless, of course, there’s a big disturbance. We habitually ob-
serve from a higher level of abstraction, and we don’t notice the errors 
or the corrections because they are happening at lower levels. The car 
seems to go straight by itself. But just try holding the wheel absolutely 
still, and you will see that signifi cant disturbances are always present. 
Their eff ects are cumulative. If their eff ects aren’t precisely corrected, 
the car will quickly go off  the road.

Rick Marken: These are some comments on the thread related to open/
closed-loop control. Bill has looked at the issue “from the inside.” Let 
me try it again “from the outside”—looking at control as the observer 
of a controlling system, rather than as an example of one of these sys-
tems. When we look at a living system, we see that it produces many 
consequences. These consequences are potentially variable—the tem-
perature at the skin, the position of a limb, etc. The value of the variable 
at any time depends on many factors—the “causes” of the variable. 
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Thus, y = f(a, b, c, o), where y is the variable of interest and a, b, c, and 
o are the variables which “cause” y; f is the function which determines 
how y varies (over time) as a function of variation in the causal vari-
ables. If a, b, c, and o vary over time, then y should vary over time in 
a manner determined by f. If, however, y remains approximately con-
stant over time, then we might imagine that something fi shy is going 
on. Stability of y could happen by chance—the variations in a, b, c, and 
o could just happen to produce a constant y. But the longer this goes 
on, the less likely it becomes that stability is occurring by chance.

Moreover, if we can trace the stability of y to variations in o, which 
happens to be the causal infl uence on y exerted by the living system, 
then there is strong evidence that o is systematically counteracting the 
eff ect of a, b and c on y. I take these two pieces of evidence—the sta-
bility of y and the fact that system outputs are the sole cause of this 
stability—as evidence that y is a controlled variable. This is evidence of 
control “from outside the living system.” It says nothing about how this 
control is achieved. What I am claiming is that the only organization 
we currently know of which can provide an explanation for control is 
control theory—that is, the theory that y (the controlled variable) is part 
of a closed negative-feedback control loop. One other part of that loop 
must be a reference signal which specifi es the particular value at which 
y is stabilized. If y is stabilized at diff erent values, then this reference 
signal must be variable. Observation of the environment of the control 
system reveals no variables “out there” which could possibly function 
as the reference signal (although people have been fooled into thinking 
that “targets” in tracking work this way; the simple way to show that 
they don’t function as references is to show that people can reliably keep 
y stabilized at values diff erent from the target value “when they want 
to”). Thus, the reference signal must be inside the system itself.

The controlled variable, y, need not be a simple aspect of the system’s 
environment. We see living systems controlling very complex variables, 
such as their relationships with other organisms. I have seen people 
keep a variable called “in love” at nearly the same level for periods of 
years. The ability to control such variables implies an ability of these 
systems to perceive such variables. Perception, from a control-theory 
point of view, is not some arcane discipline of only peripheral interest 
to psychologists. Perception becomes central to understanding human 
nature. What people do depends on what they perceive and where 
they want those perceptions to be.

This model of what we see as the behavior of organisms is radically 
diff erent than other models of behavior currently embraced by most 
life scientists. It is a model which works, which satisfi es the require-
ments of scientifi c method, and which provides a comfortably hu-
manistic view of human nature. That is the reason for my enthusiasm, 

Izhak. I guess I “believe” in control theory; but not in the usual sense 
of belief. I am not reverential toward it. If it proves to be wrong, I will 
happily abandon it for the improved point of view. I believe, based 
on experimental evidence and matching the behavior of models to 
that of living systems, that control theory currently gives us the best 
(and only) model of how people (and other living systems) work. I 
think this is not only scientifi cally important, but socially important. I 
think a case can be made for the notion that people have been screwing 
around with each other and making life more diffi  cult for each other 
because they have been looking at each other as a particular kind of ob-
ject—one which can be controlled from the outside. The control model 
shows that this is not only false, but also a sure recipe for confl ict. And 
I think most people would agree that confl ict between people (classes, 
religions, nationalities, whatever) has been the continuing obstacle to 
the possibility of every individual (other than the winners of each con-
fl ict) leading a graceful, dignifi ed and satisfying existence.

Gary Cziko: An open question to Bill Powers (or other “serious” 
modelers): I just fi nished giving a presentation which involved show-
ing Bill Powers’ computer simulation of a simple control system. One 
person in the audience made the point that because the computer was 
doing the controlling, it had to be a iterative system. My somewhat 
lame reply was that, yes, it is iterative on the computer, but that the 
slowing factor added to the model makes it work like a continuous 
system.

But I suppose the point the person was making is that iterative con-
trol can work, in which case we do have responses which are com-
puted based on the present static state of a number of variables. This 
is what the computer does, and I suppose all digital control systems as 
used in engineering do the same. But there is nothing in either the data 
we get from real subjects or in what we know about nervous system 
and muscle physiology which leads us to believe that control works 
this way in organisms. So we use the digital computer with slowing as 
an approximation to the continuous control we get with living control 
systems.

Somebody let me know if I’m on the right track here.

Bill Powers: Yes, you’re on the right track, Gary. The slowing factor 
is introduced to keep variables (at least one variable in the loop) from 
jumping instantly from the old value to the next computed value. A 
real arm obviously can’t be in one position at one moment, and in a 
position 20 degrees away in the next millisecond. The slowing fac-
tor is chosen to fi t with the assumed physical time represented by 
one iteration so that the actual amount of movement is similar to the 
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real amount of movement over the least element of time. The less the 
time represented by one iteration, the more slowly the variables must 
change. The slowing factor, being in the denominator, must increase as 
dt (the one-iteration time interval) decreases.

When we run models, we want to run them quickly, so we can try the 
model over and over while adjusting parameters for best fi t with the 
real data. So we start with a relatively large value of dt. If the interval is 
too long, we don’t get as good a fi t as when it is shorter. At some length 
of time interval, around 1 /20 to 1 /30 second for some of the models I 
have made, making the interval shorter just slows down the computa-
tions without improving the model any more. This shows that over 
roughly 1 /30 second, the variables in the model vary slowly enough 
so that the response is essentially the same as if the sampling were in-
fi nitely fast. We choose the interval dt so the results are the same as if 
we were sampling the behavior at an infi nite rate.

Even with this explanation, there is still oft en a problem in gett ing 
people to see the diff erence between an iterative quasi-analogue com-
putation and a sequential computation. In a sequential computation, 
each variable is calculated in turn, just as in our computer simulations. 
But the mental image which the listener is thinking of is really cast in 
terms of events. First there is an input event which causes a perceptual 
signal event. Then the perceptual signal event is compared with the ref-
erence signal to yield an error signal event. Then the error signal event 
causes an output event—a response. And while these events have been 
taking place, what has been going on at the input? This is the question 
they overlook; they assume that the input event is fi nished, so nothing 
will happen until the next input event occurs, perhaps “triggered” by 
the response. So each function in the loop takes its turn in acting, and 
then lies quiescent until it’s aroused again. It’s never aroused again 
before all of the other functions have had their turns.

In the real system, of course, the input varies continuously. All of 
the functions are doing something all of the time. There might be a 
delay before the next function in the loop receives a given input value, 
but during the delay the input continues to change. So the next func-
tion receives a continuously changing signal, delayed, even while new 
changes are being introduced at the input. There is a pipeline eff ect. 
It’s like talking to someone over a satellite link. Your voice vibrations 
are received at the other end continuously, but delayed by the length 
of the link. This is very diff erent from thinking about input events and 
output events.

A truly sequential system would be represented by a feedback loop, 
digitally calculated, without any slowing factor. We can boil such a 
loop down to an extremely simple example:

A = B
B = -l0A

If you start with any value for B (except exactly 0), this loop will run 
away on successive calculations. But suppose we introduce a slowing 
factor:

A = A+(B-A)/S
B = 10A

Now the loop will converge so that both B and A approach zero, pro-
vided that S, the slowing factor, is larger than 5.5. If S is 11, the fi nal 
state will be reached in one jump. If it is larger than 11, the approach to 
the fi nal state will be monotonic from any starting value of B.

Even the cybernetician William Ashby fell into the trap of sequen-
tial calculation. He concluded that negative feedback systems couldn’t 
have a loop gain of -1 or more negative and still be stable (note that the 
above system has a loop gain of -10).

The implicit reference signal in the equation above is 0. You can put 
in a nonzero reference level for A in the second equation:

B = 10(A* - A), where A* is the reference level

Now the system will approach a state with A nearly at the value A*, 
from any starting condition. You can make A come closer to A* by rais-
ing the loop gain:

B = 100(A* - A)

But the system will oscillate unless you increase the slowing factor. If 
S is made equal to 101, the fi nal state will be reached in one jump. If S 
is larger than 101 (say, 300), the approach will be monotonic. If G is the 
loop gain, then S must be greater than or equal to G + 1 in order to get 
a stable approach to the fi nal state. Note that G is a positive number for 
negative feedback because we are subtracting A in the above equation.

The fi nal state you reach is predicted by solving the fi rst two equa-
tions (without the slowing factor) as a simultaneous pair. If there is a 
non-zero reference value A*, solve this pair of equations:

A = B
B = G(A* - A)

It’s not obvious, but introducing the slowing factor converts the pair of 
equations from a simple algebraic system into a diff erential equation. 
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That’s why we are able to stabilize its behavior in time, even with loop 
gains as large as we please.

I realize that you’re not going to take a naive audience through all of 
this in a one-shot lecture. But if you play with these equations enough 
to get the feel of what is going on, plugging numbers in and running 
the iterations, you’ll probably be able to cope with the misunderstand-
ings a litt le bett er.

Izhak Bar-Kana: I assume that Bill’s equations with S are as follows 
(the minus was missing):

A = A+(B-A)/S 
B = -l0A

Now, the program takes it as writt en, but if we want to describe what 
is going on, the equations should be these:

A(k) = A(k-1) + [B(k-1) - A(k-1)]/S B(k) = -10 A(k)

Substituting B(k-1) in the fi rst equation gives the following:

A(k) = [(S-11)/S]A(k-1)

We get the condition S is greater than 5.5, because we want the loop 
gain K = (S-11)/S to satisfy the stability condition |K| is less than 1. So, 
what is Ashby’s mistake? What do you call the loop gain?

In general, we get these equations:

A(k) = A(k-1) + [B(k-1)-A(k-1)]/S 
B(k) = G[A* -A(k)]

Notice that A(k) and B(k) are Anew and Bnew, while A(k-1) and B(k-1) 
are Aold and Bold. A* is constant here, but it might be any function of 
time. The same substitution gives this result:

A(k) = A(k-1) - (G+1)A(k-1)/S + GA*/S

or

A(k) = [1-(G+1) /S]A(k-1) + GA*/S

Now, one selects G and S so the loop gain is |K| is less than 1, where K 
= 1 -(G+1)/S. If this condition is satisfi ed, and thus a stable equilibrium 

point exists, it is reached when A(k) = A(k-1), and we get the equation:

A(k) = [G/(G+1)]A*

(if I don’t have an error of algebra), which tells us that in such a simple 
system one cannot have perfect following even for a constant input 
(sorry, I mean reference), unless G is infi nite.

Bill Powers: Izhak, your analysis is precisely the same as mine, and 
you found a shorter way to prove that S = 2/(1 + G) is the minimum 
value of S for convergence (see my 1978 article in Psychology Review for 
a longer way).

Why can’t I learn to get critical signs right when I publish equations? 
You are correct about the sign of “10B,” of course.

Actually, with S greater than 5.5 but less than 11, the approach to the 
fi nal state is oscillatory, and the oscillations are an artifact of calcula-
tion (if you’re trying to model an underlying continuous system). The 
oscillations occur at the iteration frequency and are not tied to physical 
time. Only when S is greater than 11 can you model the real motions 
of a physical system.

You have defi ned the loop gain here a litt le diff erently, so that it is 
the gain allowed by the slowing factor on each iteration. I wish I had 
thought of that—it’s so easy. I would call the loop gain G (or 10 or 100, 
depending on which equation you read) because that is the gain which 
predicts the limiting case (infi nite integrations)—that is, A[infi nity]. In 
the limit, A = G/(1+G)A*, and S drops out. You arrive at the same result, 
quite correctly, by specifying that A ceases to change. The same result 
is given by taking the equations:

A = B
B = G(A* - A)

and solving them simultaneously by substituting B for A in the second 
equation:

B = G(A* - B), or
B(1 + B) = GA*, or
B = [G/(1+G)]A*

Solving these equations simultaneously is the same as saying that these 
two relationships hold at the same time, so this is a control system with 
zero time-lag and zero slowing. I use this as a way of showing that 
a control system which is properly stabilized behaves (in the steady 
state) just like a system with no lags. Of course, its dynamics will be 
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diff erent, but when you’re interested in an overall view of relationships 
among variables in a control system, dynamics aren’t the main subject.

As to where Ashby went wrong, he didn’t use any slowing factor 
in his equations. Of course, when he set the loop gain to any number 
greater than -1, the system simply went into ever-increasing oscilla-
tions. From that, he concluded that negative feedback can’t work with 
loop gains more negative than -1, and therefore that negative-feedback 
control must be very weak. Maybe that’s why he gave up on the nega-
tive feedback model and used an open-loop compensation model in-
stead. Ashby was a psychiatrist, aft er all. He didn’t really know much 
about control theory.

You note that “in such a simple system one cannot have perfect fol-
lowing even for a constant input (sorry, I mean reference), unless G is 
infi nite.” Technically, you’re correct. But practically, with a G of 100 or 
200, the system will keep errors small enough to be ignored in models 
of behavior. The actual values measured experimentally for subjects 
in tracking experiments come out in the range from about 50 to 200. 
So if the model’s G is set too high, it will behave too perfectly. With 
the correct G, the model will make errors similar to those which the 
subject makes. We have taken to using an integration factor because, 
with gains that high, there is no signifi cant diff erence between a pure 
integrator and a high-gain proportional system with an appropriate 
slowing factor. I went through a comparative analysis a few months 
ago and satisfi ed myself of that. When you’re retired, who else do you 
have to satisfy? And it’s all right if you say “input” here, because in the 
context we will all recognize that it means “reference input” and not 
“sensory input.”

I hope you didn’t make any algebraic errors, because the derivations 
looked fi ne to me. I don’t usually bother with the subscripts, but your 
use of them is the same as mine when I put them in. When one does 
most calculations through programming, an equal sign comes to be 
understood as the replacement operation. Bad habit, no doubt.

Izhak Bar-Kana: I cannot become one of the family on the Net, espe-
cially when the discussion becomes philosophical. I can smile when 
you give me the thermostat example as a living illustration for the con-
trol of the input, because under the conditions you describe, I would 
fi re the designer. I am not sure I know where I belong, because I try to 
get something from everybody, so I try, at least, to read your discus-
sions. One thing I do know: I am an engineer—I would say a bloody 
old engineer—and cannot change overnight.

For me, there is no reason for existence of any control loop or, bet-
ter, control system, if it does not control the output. I must use mea-
surements to monitor this output, and if I am wrong, I might end up 

controlling something else. But, in the same way, the control signal I 
design is going to be transmitt ed through sore actuator, and if I am not 
careful, it might become very diff erent from the desired control signal. 
If there is a danger that the input I measure does not represent the 
output in an acceptable way, I will use lots of fi ltering (estimation) or 
lots of redundancy. It might be that in organisms, the emphasis is on 
the other aspect; I don’t know. However, if a simple engineering sys-
tem includes so many redundant loops, I have the feeling that the ex-
traordinary redundancy in living systems has the same role: to avoid 
controlling the measured feedback input or responding to a measured 
reference signal which does not reproduce, in a reasonably exact way, 
the realworld external values.

But I see I am gett ing philosophical without even trying. All I wanted 
to say is that G is not the loop gain, once you use the “slowing factor” 
S. The loop gain is now given by K = 1- (G+1)/S, from this equation:

A(k) = [1-(G+1)/S]A(k-1) + GA*/S

and it must be less than 1 to get a stable system. Of course, if K is less 
than 0, A will change signs every interval, and in a fi rst-order system 
(with only one delay involved) this oscillation can be prevented using 
K positive. High gain is a solution when noise is not involved, other-
wise the diff erence between integration and high gain becomes evi-
dent: while the high gain amplifi es any noise, integration averages it.

Gary, yes, the digital computer is a very easy and handy way to ap-
proximate and simulate continuous systems. When the continuous 
system is suffi  ciently slow and the sampling is suffi  ciently fast, one can 
ignore the diff erence. In more complex cases, there is an entire theory 
about how to switch from the continuous to the discrete domain and 
vice versa. This is not a trivial problem. There are phenomena which 
cannot be exactly reproduced in the discrete simulation (what hap-
pens at collisions, etc.). When one wants only to simulate an approxi-
mate behavior, especially in closed-loop, many parameters can change 
without aff ecting the results, and any discrete approximation will do.

Advantages of discretization? It is so convenient! Try to implement 
a slow process with a time constant of, say, 10 minutes. One might 
need the earth for the capacitor which would be required. In discrete 
form, it is just a line of code. But most important is implementation 
of timevarying and nonlinear parameters and algorithms which are 
almost impossible in analog form. And, by the way, delays. Very fast 
processes, however, cannot, or cannot yet, be implemented digitally, 
and analog circuitry has made some progress. So, actually I see a com-
bination of both as the future solution for computation. Complex sim-
ulators use “hardware-in-the-loop”: those parts which are too fast or 
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cannot be simulated with confi dence are used directly in the loop, of 
course using D/A (digital-to-analog) and A/D converters. This brings 
us to real-time simulation, which is another opera.

I used to simulate very complex systems, such as planes, fl exible 
structures, etc., with large ranges of time constants. There are simula-
tion languages which allow you to write the equations of the continu-
ous systems. The translation to the discrete world is done by the com-
puter, sometimes using diff erent time intervals for diff erent integrals, 
so the errors are maintained below some admissible value. In these 
cases, the precision is almost continuous.

The slowing factor does not make it work like a continuous system, 
it only makes it work. This is also the danger of simulation, especially 
when presented to inexperienced students. They take the results for 
granted, because “the computer shows.” But the computer shows ex-
actly what we supply it with. As I understand it, you do not have any 
detailed models of the various components which together form the 
simulated closed-loop. In this case, one must emphasize the fact that 
by using a simple model, one manages to reproduce the behavior of 
the real thing, to some extent. But not vice versa: the real organism 
does not behave this way, just because the computer shows.

Bill Powers: Izhak, I talk about the output of the control system, which 
is the input to the plant (the environment), while you talk about the 
output of the plant, which is the input to the control system. We don’t 
control the input to the plant—that is varied as disturbances require, 
so the state of the control system’s output is just as unpredictable as 
the disturbances are. The output of the plant is under control, and so 
is predictable. That is the same as saying that the input to the control 
system is under control: the only diff erence between saying “input” 
and “output” in that case is whether you take the plant’s point of view 
or the sensor’s. You see that I am separating the control system from 
the plant that is controlled; perhaps you draw the boundaries diff er-
ently.

In artifi cial control systems, the engineer can see both the sensor sig-
nal and the objective variable to which it corresponds—what you call 
the output (of the plant). In living control systems, the observer (the 
one which matt ers) is inside the system and can see only the sensory 
input. The variable in the plant (the environment) can only be inferred; 
it is not available to direct inspection by the control system. This makes 
a great deal of diff erence when you are talking about systems which, 
in eff ect, design themselves.

In speaking of artifi cial systems, it is optional whether you consider 
the controlled variable to be an input or an output variable: it is the 
same variable in any case, just outside the sensor. In speaking of living 

control systems, however, where we must account not only for their 
operation but for the internal organizing processes which bring them 
into being, we must choose the “input” interpretation. In fact, we must 
say that the perceptual signal itself is really the controlled variable, for 
sensors can vary in their properties.

When the sensor’s calibration changes, the perceptual signal remains 
under control in the same state as before, but the external variable on 
the other side of the sensor is brought to a new value by the control 
system. If we understand that the perceptual signal is the controlled 
variable, then we can understand how the behavior of the system 
changes when its perceptual systems reorganize. If we focus on the ex-
ternal processes alone, we will see only that something has disturbed 
the control process, thrown it out of kilter. We might even conclude 
that it has failed, when all it has done is to change its defi nition of its 
environment, possibly by mistake, but also possibly for its own pur-
poses.

So I think that we have to think of control as control of input, if we 
are to grasp what is really meant by saying that we, ourselves, are 
control systems.

Izhak Bar-Kana: Bill, you seem to repeat some arguments I was trying 
to use when I started participating in this Net, and I felt that we used 
the same names for diff erent things, and vice versa. But then I came to 
understand from you, and even more so from Rick Marken, that things 
are much more profound.

I am sorry, but for all of my (engineering) life I have been used to 
“input controls” and “output is controlled.” The “control system” in-
cludes everything, and, of course, the plant. The part of the control 
system which controls the plant is the “controller.” Now, if the input to 
the control system (to the controller, and through it, to the plant) is not 
zero, it will aff ect the plant. If it is zero, it will not aff ect the plant. In a 
closed-loop system, the input is obtained by the diff erence between the 
reference input (in tracking systems, control systems with feedback 
gain one, it is also the desired output) and the measured output. It is 
clear that the control signal, the signal which aff ects the controller and 
the plant, can be only the measured value of the real signal. Similarly, 
biological systems can only use the sensorial perception as the control 
signal, to aff ect their control system, and all of the various stages and 
values, up to the value which is called the “controlled variable.” I real-
ly don’t understand why this language, which you do know, had to be 
changed in such a way that Rick Marken cannot even talk to someone 
I call a control guy, because the old-fashioned engineer cannot accept 
the idea that any control system controls its input.

Now we are in a closed-loop, and you can again change the order. 
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I regret that it separates you from the general family of control re-
search. More so, since we want to learn about the behavior of organ-
isms from psychologists. I can ignore the linguistic diff erences, or at 
least try to, and try to get the ideas, because I don’t know a bett er 
group and discussion. But why do you have to speak French in the 
middle of English?

The most intelligent system I might dream of designing does not come 
even close to the simplest organism. In my humble opinion, again, one 
of the reasons for the huge and not always motivated (apparently) re-
dundancy in organisms is to prevent an occasionally wrong measurement 
(or input feedback) from replacing the correct output the control system is 
meant to control.

Tom Bourbon: Izhak, you have the respect of those of us who labor 
to understand living control systems. I am certain your life would be 
simpler were you to decide that we are a bunch of misguided nuts who 
cannot get our control-system diagrams and labels right!

Perhaps I am wrong, but part of the problem when you speak of 
engineering (designing and building) a mechanical control system and 
we speak of trying to describe and explain the control created by the 
living things we fi nd already acting in the world is that we can’t de-
sign and know all about the living systems. What is more, the variety 
of control theory we are trying to develop must compete with a host 
of already established and widely believed theories and disciplines, 
so we must direct most of our eff ort to persuading followers of those 
disciplines that there is even anything out there to notice which is dif-
ferent from what they already know. It is unfortunate that, in the pro-
cess, some of what we say seems wrong to the part of the engineering 
community which is probably closest to us.

Living control systems were not designed by us: we found them in-
habiting a world which had already buried them in a host of sciences 
and disciplines—the life sciences, social sciences, and behavioral sci-
ences, recently joined by the neurosciences, cognitive sciences, and 
many, many more. For the most part, the practitioners of those disci-
plines and sciences do not recognize that living systems control any-
thing. Rather, they speak of the behavior (actions) of living things as 
controlled by antecedents, whether from the environment (e.g., stimuli, 
contexts, gods, societies) or from somewhere inside (e.g., mind, soul, 
schema, plan, commands from the motor cortex). They invoke linear 
causes, and they reject control by living things.

All a living system knows of “the world” are its own sensory experi-
ences of the world, so it follows that all a living control system can con-
trol, from its own perspective, are its own sensory experiences. And 
there is abundant and conclusive evidence that sensory experiences do 

not correspond directly with the environment. Perceptions as simple as 
those of brightness, hue, loudness, heaviness, and the like refl ect states 
of the perceptual apparatus of the organism—directly—and they fail to 
correspond directly with any unique state of the environment. The state 
of adaptation of sensory receptors, the surrounding stimulus fi eld, the 
relative sizes or magnitudes of diff erent elements of the stimulus fi eld, 
the relative temporal durations of stimulus elements, and many other 
variables can combine in many diff erent ways to produce the same per-
ceptual experience. Hence, a person, like any other organism, can have 
the same perceptual experience in the presence of a nearly infi nite ar-
ray of diff erent combinations of elements in the environment and in 
the organism’s own physiology.

Because perception does not correspond one-to-one with any unique 
state of the environment, it follows that an organism which acts to con-
trol its own perceptions is not controlling a unique state of the en-
vironment, hence is not producing (controlling) a unique state of its 
actions (output). The specifi c actions of the organism and the remote 
environmental consequences of those actions can vary dramatically, 
yet the organism experiences uniform perceptions. And it is certainly 
true that an organism which always produces the same actions and 
remote consequences in the environment will experience variable, not 
constant and controlled, perceptions.

In your engineering applications, zero input (by that do you mean 
zero perceived error—a state internal to the organism?) leads to zero 
output. But an organism which adopts a new reference to experience 
an absent perception experiences zero perceptual input, which creates 
in the organism a non-zero error, which drives the behavioral actions 
(output) of the organism to create the desired perceptual experience, 
which does not, for a perceiving organism, correspond directly with 
an objective state of the environment. A bird with a reference to sense a 
not-yet constructed nest experiences zero perceptual input of nest, and 
it acts until it experiences that perception. And a sculptor who decides 
to sculpt a bird on a nest experiences zero perceptual input and acts 
until that experience exists—whether any other person recognizes the 
fi nished sculpture as bird-on-nest, or not. To the artist, that is not im-
portant (not even if the artist must sell the sculpture to buy food—all 
that matt ers is that someone else desires the sculpture and pays what 
the artist asks).

Those are the kinds of control we fi nd in the world of living con-
trol systems. The best we can do is look for situations in which the 
variables through which the organism or person achieves its control 
of perception are also suffi  ciently stable from our perspective that we 
have a due as to what the organism or person is controlling—in its 
own perceptions. Certainly, the one we observe is not controlling our 
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experience—not as its primary goal.
Interestingly, it is true that the category of humans known as 

controlsystem engineers do enjoy a privileged position relative to the 
control systems they design, construct, and study. They do know the 
references and the “objective” states of the relevant variables in the en-
vironments of those systems. In fact, what the control-system engineer 
intends is that his or her perceptions of the states of those variables in 
the environment of the artifi cial control system will match his or her 
chosen reference. In that context, it is easy to understand why the engi-
neer would speak of the artifi cial system controlling its output—what 
the artifi cial system represents is a way for the designer and builder to 
control his or her perceptions, relative to her or his references.

I do not know if any of this helps, Izhak. If anything I say violates too 
many of your ideas about control processes, please tell me.

Rick Marken: Izhak, the diff erence between input control and control 
of input is not just a language diff erence—it’s the whole point.

For an engineering psychologist, the organism experiences error 
due to the discrepancy between an objective reference and input event 
(the target and cursor in tracking; sometimes the error itself is con-
sidered the stimulus). For a Control Systems Group control theorist, 
both the error and the reference are inside the organism. The reference 
can be adjusted by the organism (by higher-level control systems) so 
the organism determines what constitutes an error; the organism is in 
control of the environment, not vice versa—a rather signifi cant diff er-
ence. The diff erence accounts for the appearance that organisms can 
voluntarily change the value at which an environmental input variable 
is controlled—it’s as though the thermostat suddenly decided to keep 
the room at 65 rather than 72. This is the phenomenon which control 
theory is trying to point to: voluntarity or, bett er, purposefulness.

The controlled environmental variable is probably what you call the 
output which is controlled by the system. That’s fi ne—but, of course, 
it is this output as perceived by the organism which is controlled, not the 
output itself. With organisms, there is no independent means of check-
ing the validity of the perceptual representation of the environmen-
tal variable being controlled—all the organism gets are perceptions of 
the environment. We cannot look past our perceptions to see if we are 
controlling what we intend to control (as you do when you design a 
control system and make sure that it is controlling what you intend 
for it to be controlling; you can look beyond the sensors, the control 
system itself cannot). So, for a living control system, reference states 
of perceptions (not environmental outputs) are the intended ends of 
control actions.

Note, by the way, that the mathematics of the engineering psychol-

ogy and CSG psychology approaches to control are nearly the same (at 
least, control works in both cases). The diff erence is in where you put 
the variable r (the reference signal). That’s all there is to it. Small step 
for control theory; giant leap for understanding the nature of living 
systems.

Wayne Hershberger: Izhak, the yoked terms cause and eff ect (prod and 
product, independent variable and dependent variable, and controlling and 
controlled), respectively, have gott en linked to input and output in engi-
neering, just as they have gott en linked to stimulus and response in psy-
chology. This linkage goes way back—long before the development 
of control theory. Relatively recently, Ben Franklin “mislabeled” the 
polarity of electrical potentials, and just as engineers continue to use 
Franklin’s terminology as an acceptable convention, even though that 
convention has misleading connotations, so they can and do use the 
cause/input and eff ect/output conventions, even though that conven-
tion also has misleading connotations.

Consider the following bizarre statement: The output of a 
furnacethermostat system is an input, not an output, but this input 
is an output, not an input. Although this grammatical sentence is not 
nonsense, it is certainly gibberish. Deciphered, the sentence reads: The 
output of the thermostat-furnace system (i.e., what it produces or does 
or controls) is a particular value of temperature sensed by a thermo-
couple (receptor input), not a particular amount of heat emitt ed by the 
furnace (output), but this sensed temperature (or receptor input) is an 
output (i.e., the dependent variable controlled by the system), not an 
input (i.e., it does not cause the temperature being produced).

As you can see, some truths cannot be expressed in engineering’s 
input-output terminology without sounding ridiculous. Conversely, 
some things which are truly ridiculous can sound very true. As long 
as input means in and output means out, it is unseemly to use those 
same terms (input and output) also to denote cause and eff ect (or con-
trolling and controlled). As you can well imagine, when one pairs the 
term input with cause (or controlling) and the term output with eff ect 
(or controlled), many of the connotations are as phony as a three dollar 
bill. I want no truck with that currency.

I suspect that you are not bothered all that much by these mischie-
vous verbal connotations because you think mathematically most of 
the time (Franklin’s convention poses no problem for me when I use 
Ohm’s law, but it is a veritable pain in the ass when I try to think about 
PNP versus NPN transistors). Perhaps you can understand why those 
of us who wish to describe control systems in English can ill aff ord to 
be encumbered by blind (and blinding) anachronistic language habits 
developed in the context of a technology devoted to calibrated “con-
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trol” systems (wherein the input/cause and output/eff ect convention 
is not problematic).

I am not for a moment saying that control engineers do not know 
what they are talking about when they say that control systems control 
their output. What I am saying is that engineers do not realize the mis-
chief they are making for the rest of us when they use the terms input 
and output in this way. I am speaking for myself, but I think the other 
CSGers would agree.

Izhak Bar-Kana: I think most of you ignore some of my words.
One problem, for example, is that we here must control the position 

of a satellite up there. So, the position of the satellite is the object of the 
control. I have no direct means to measure it, as I have no direct means 
to aff ect it. Yet, everything in my control problem revolves around this 
control object. I can only use some remote measuring instrument, but 
I have no intention to control its output. Actually, one must learn how 
to ignore some of the input signals, because they are disturbances or 
noise. No one can convince an engineer to accept the idea that he and 
his control system control an input. You all seem to accept the idea that 
there is no control unless there is intention to control. Therefore, the 
position of the satellite will be monitored by multiple sensors, well-
fi ltered and processed (to estimate some of plant’s states, such as 
velocities, etc.) in such a way that the controlled variable remains at 
the value I am interested in, namely the position, or more generally, 
the motion of the satellite.

If the result of the multiple measuring, fi ltration, and processing is 
what you would call perception, I have no argument.

Tom, many thanks, but please do not respect or trust me. The only 
principles I trust are: 1) never believe in principles, 2) no one here is 
God, and 3) no one is really dumb. In spite of the fact that you, Rick, 
and Wayne seem to agree about the contents of your messages, and I 
think I have no problem with most of them, there is a diff erence in tone 
between your explanation and Rick’s.

There is a big diff erence between Rick Marken when he clearly pres-
ents an idea and Rick Marken in an argument. Sometimes, it seems 
that the second has had The Revelation, or even touched God, and to 
hell with the others. Rick, I am afraid that when you talk about control, 
you have a steady-state image in the back of your mind. I must keep 
a dynamic image in my mind, because some of my sad experiences 
show that the steady state might be beautiful, but it is never reached. 
I must use some mathematics because many great, ingenious, and in-
tuitive ideas proved wrong. It is easy to show that “if this is so, the 
gain must be so and so, and if the error is so, that lets us adapt the 
gain to be so and so.” These arguments convince, and engineers like 

them. However, aft er a plane crashes, and one analyses (very diffi  cult 
math, particularly in nonlinear systems) the aft ermath, one discovers 
that things became unstable just because one used non-constant gains, 
even very carefully, namely within the “admissible” bounds which 
were tested with constant gains.

When I control the motion of my hand, this is the intention of the 
control, the object of the control, and I think that the corresponding 
control system controls the position of the motion of the hand. If you 
agree that there is intention in control, then this is the only intention. 
The fact that I must measure, sense, or observe this motion is a problem, 
not a principle. As you have observed lately, a closed-loop system is so 
built (if correctly built) so that the gain of reference-to-output is almost 
one, while the gain of disturbance-to-output is almost zero. We can 
show that an integration in the forward path makes the corresponding 
ratios actually 1 and 0, at least for constant reference inputs.

I try to stay aside when psychology is talked here. If you consider 
that the reference inside the organism is a great idea, showing that life 
aff ects the environment, and not vice versa, I am excited by that idea. 
Unfortunately, I cannot claim the same thing about the artifi cial con-
trol loops. I mean the environment makes a lot of trouble. I only have 
my own organism to observe, and personally I think that I can decide 
to drive here or there only aft er a long period of learning, and that the 
reference points within are a good mapping of the reference points out 
there. I might decide just to follow an internal reference with no rela-
tion to the outside word, but usually I stop aft er the right number of 
glasses. Furthermore, the reference command to be followed I would 
rather call decision than control.

If I want to move my hand, or a robot arm, I apply a force. If I meet 
resistance, I use more force. If there is an egg there, I must behave in a 
diff erent way, and this is fi rst of all a decision problem, or a detection 
problem. I don’t call everything control theory. Many control people 
(engineers or not) do not know detection or decision theory, and they 
have to rediscover it again and again when it is needed—not the best 
way.

Wayne: Time fl ies like an arrow, fruit fl ies like a banana. I admit that 
this is not related to our topic, and I admit that what you call gibberish 
is gibberish indeed, but I cannot see how you relate it to any engineer-
ing. Still, I am happy you do not blame the Original Sin on me. I will 
never tell anyone he is wrong because his arguments remind me .... I 
can argue about right or wrong, understanding or not understanding, 
and so on. Too many arguments here blame me for talking like the 
behaviorists, like Wiener, calibrationists, and who knows what. I think 
you have bett er arguments for your position than calling the control 
of plants a simple misuse of words, even if control of perception is 
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needed and correct under your paradigm.
What an engineer means is that his system controls the position of 

the plane, and he calls it an output. It has nothing to do with any old-
fashioned calibration, as it has nothing to do with the Middle Ages. He 
will do anything that is needed, and possible, to make this plane fol-
low the desired path. It has nothing to do with grammar, nor with the 
fact than any input is an output of something else and vice versa. But I 
think we rotate now in a closed-loop with no reference whatsoever.

I fi rst thought it was worth understanding your terminology and to 
bring it to some common denominator with the large family of control 
theory, but it is not very important. When I say “control,” I have a 
plane or a robot in my mind, not a diff erential equation. My only prob-
lem is that this robot should be at a given position at a given time, no 
matt er how I monitor (sense) its motion.

When you see these lines on the display, the desired output of so 
many control loops, all designed to satisfy your fi nest perceptions, 
even if they cannot control (or because they cannot control) your per-
ceptions, if you can claim that an engineer does not care about what is 
input or output, I can only ask: Who do you call engineer?

Bill Powers: Izhak, it isn’t that we ignore your words: it’s that we can 
accept them as truth, but truth of a kind leaving out other important 
truths, particularly the one we have found the most startling and the 
most informative: the truth that a control system can control only what 
it senses.

In the world of engineering, the engineer has full knowledge of both 
the environment of a control system and the internal design of the con-
trol system. So he can point to a consequence of the system’s actions 
and say, “There, that’s the output which I want to be controlled, and 
here, in the system, is the feedback signal which represents that out-
put.” In doing this, he does not have to pay any att ention to the fact 
that he must use his own senses to see that output. Literally, however, 
for the engineer, the output being controlled is known only in the form 
of a perception (whether aided by instruments or not). That is a fact, 
but it is irrelevant in engineering.

It is not irrelevant in trying to understand how the engineer works. 
When we look at the design of the engineer himself, according to 
our best neurological and physiological models, we can see that the 
engineer’s entire world must exist in the form of sensory signals and 
higher-order functions of them, also represented as signals. In a way, 
you have given a nice example of this in talking about controlling a sat-
ellite: “So, the position of the satellite is the object of the control. I have 
no direct means to measure it, as I have no direct means to aff ect it. Yet, 
everything in my control problem revolves around this control object.

I can only use some remote measuring instrument, but I have no 
intention to control its output.” So how does the engineer know of the 
position of the satellite (other than by looking up)? Only, as you say, by 
using a remote measuring instrument. He has some moderate amount 
of faith in the instrument, aft er calibrating it, but that does not change 
the fact that all he knows of the satellite’s position is in the form of 
this instrument’s reading (which consists of numerical digits, not posi-
tions). He does not, in fact, know the position itself. He knows only 
the reading, and he has a complex theoretical structure in his head 
which converts this reading into a concept called “position.” He calls 
this concept the “output” he wants to control, but in strict literal truth, 
it is a perception.

The engineer might have no intention of controlling the output of 
the measuring instrument, but in fact that is all he can control. He has 
no other way of knowing the position of the satellite except through 
the use of earthbound measuring instruments (his eyes among them). 
He trusts that the instrument readings correspond in a regular fashion 
to the “actual position” of the satellite (with all necessary corrections 
applied, for example the time-lag of light rays and radar pulses, and 
the various motions of the earth itself). This trust is an epistemologi-
cal statement, but its truth or falsity do not matt er here: we are talking 
about practical requirements. The engineer imagines that he is control-
ling the position of a real satellite, up there in the sky, and he can pro-
duce all sorts of justifi cations for accepting this imagined correspon-
dence. But he can’t know that position without using the instruments, 
and he can’t know the eff ect of his remote-control actions until he sees 
what the instrument readings do. Whatever he believes is actually go-
ing on, he is stuck, as a practical matt er, with controlling a perceptual 
representation, not the thing itself. His epistemological beliefs make 
no practical diff erence at all.

All animals, and most human beings prior to the age of higher 
learning, necessarily act from the epistemological position that the 
perceived world is the world itself. There is, of course, no alternative. 
Speaking for human beings, the reality we know as solid and real, 
upon which we act and which we intentionally alter in some regards, 
is the only world there is. “Perceptions” don’t exist except, for some 
of us, as philosophical abstractions or “signals” in a model. When we 
forget about models and philosophy and just look around, we see the 
world, not perceptions. When we look up into the night sky and see 
that serene and untwinkling point of light moving steadily and si-
lently among the stars, we say, “Look at that! There’s a satellite!” We 
don’t say, “This is a perception of a satellite, a signal in my brain.” 
When we point at the satellite, we see our own hands with forefi nger 
extended. We don’t say that there is a perception of a forefi nger, nor 
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do we pause to wonder about the relationship we call “extended.” 
The relationship is just as much “out there” as the fi nger is. It would 
never occur to us to wonder what sort of thing it is, out there, which 
we call a “relationship.”

This simple and self-evident world has conceptual holes in it. The 
biggest hole lies between the intention of pointing at the satellite and 
the immediately experienced actuality of pointing at the satellite. How 
is it that a mere intention, a fi gment of the mind, actually causes this 
pointing to occur? Control theory provides a plausible way to fi ll in 
this gap, a way which is as self-consistent and as consistent with ob-
servation as any fi nding of physics. In a manner of speaking, it is a 
fi nding of physics. To construct this model, however, we are forced 
to readjust our conception of the whole apparent reality, because the 
control model can work only if the satellite and the fi nger exist for the 
controlling system as signals produced by sensory inputs and subse-
quent computing functions in the brain.

In your objections to the concept of control of input, you have con-
sistently assumed that the engineer can know the actual state of the 
output. Within the boundaries of the usual world of engineering, ob-
serving is not a brain process: it simply consists of noting what is there, 
while the role of the engineer’s brain in making this possible remains 
silently in the background. In our explorations of control theory, how-
ever, we make this brain-in-the-background explicit. Even in talking 
about artifi cial control systems, we habitually take the point of view 
of the control system, something which few engineers would see any 
reason to do. We say, “If I were that control system, what world would 
I be experiencing?” And the answer, of course, is that the world would 
consist completely and exclusively of the signals coming out of the 
sensors. We could not know what is causing those signals; we could 
not even know whether they represented light or magnetism or sound. 
They are just signals. They get fancier labels only in the context of other 
signals which are also just signals—or in the mind of the engineer, who 
occupies an omniscient position in relation to this tiny control system 
and its surroundings.

When I speak of what “we” think on this subject, I am speaking of 
those who have internalized this model to the extent of relabeling their 
own ordinary experiences as “perceptions,” at least when thinking in 
the modeling mode. This relabeling has come to most of “us” in a mo-
ment of sudden illumination which forever alters how we understand 
nature and ourselves. Nothing is changed in ordinary experience: “out 
there” still seems to be where it has always been. What changes is its 
meaning in relation to how we interpret the behavior of others and 
ourselves. This threshold of understanding is either passed or it is not. 
Once it is passed, the world of experience not only contains new im-

plications, but it makes a great deal more sense than it made before. This is 
what has att racted so many people to the CSG version of control theory 
in the context of living systems. So many questions are answered, even 
those we hadn’t thought of asking. So many holes are plugged which 
we hadn’t even recognized as holes.

“Reality Therapy” and “Experiential Therapy”
Rick Marken: To Dag Forssell: I have your “Alignment/ Mission 

Statement” and “Discussion of Issues and Control Theory.” The fi rst 
seems to be a template for a statement of agreed-on higher-order goals 
for two control systems (people) working as partners in an engineer-
ing fi rm. It looks OK to me. I have a bit of trouble with phrases like “ac-
cept responsibility for our lives” and “effi  cient perception of reality.” 
I also think the statement that control theory views people as control-
ling themselves misses the point by enough to be misleading.

Your “effi  cient perception of reality” statement makes me wonder—
what’ did the guy who developed “reality therapy” see in a model 
of behavior as the control of perception? Is the idea of reality therapy 
that reality is perception? If so, why use the term reality? It suggests a 
therapy which helps you get in touch with reality, which suggests that 
the therapist knows what reality is, and you (the therapee) should too. 
If I understood behavior as the control of perception, and problems 
requiring therapy as the results of perceiving things in ways which 
prevent non-confl icting control of those results, I would never have 
thought of calling my therapy “reality therapy.” Maybe “control ther-
apy” or “perceptual reconciliation therapy;” or, best, “confl ict resolu-
tion therapy.” But “reality therapy”? What could be more misleading? 
Clinicians, could you tell me why William Glasser, who claims to have 
understood control theory before he even discovered it, called his ap-
proach to therapy “reality therapy”? I smell condescension here.

Your discussion of control theory seems reasonable. It does empha-
size the control of perception. I would suggest that you make clear the 
relevance of perceptual control to the problem of confl ict and how to 
resolve it. Aft er all, I think that’s what the value of control theory is for 
eff ective management: fi nding ways to perceive the production pro-
cess so that there will be minimal or no confl ict between the cooperat-
ing contributors to the process.

Dag Forssell: Rick, thanks for reading my papers. I am glad you did 
not fi nd any major misstatement on my part. I cannot ask for any thor-
ough critique at this stage, since my presentation is not fi nished. The 
particular papers were extracts and summaries, respectively. I am try-
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ing to introduce control theory to industry in a fruitful way.
When you came across the word “reality,” your confi guration refer-

ences immediately associated with “therapy” and “Glasser.” I am very 
glad that I found the Control Systems Group, even if it was by way of 
Glasser’s writings. I am not a student of Glasser any more (I can still 
see value in many of his writings, both from a medical perspective and 
in the more recent musings on quality, but he is dangerous because 
he totally misrepresents—grossly oversimplifi es, apparently because it 
reduces his error signals—control theory and what one can learn from 
it).

Anyhow, upon closer scrutiny, you will note that the word “therapy” 
is nowhere to be found. I made reference to Abraham Maslow’s admit-
tedly unscientifi c observation that the most outstanding common de-
nominator in people of a high level of mental health is “more effi  cient 
perception of reality and more comfortable relations with it.”

I am excited about control theory precisely because the model off ers 
“a more effi  cient perception of reality”—the way the world works, and 
we with it. In quoting Maslow, I am not trying to adhere religiously to 
any standard, rigorously defi ned control-theory terminology, if there 
is one. It seems to me that in addressing a larger public, I must fi nd a 
way to use terms they relate to. So far in my att empts, I try to use as 
many synonyms and analogies as I can fi nd.

Rick Marken: Dag, my comments about reality therapy and Glasser 
were not directed at you at all—nor were they meant as a criticism 
of your work. It just jogged a thought in my mind which I wanted to 
make public—about Glasser’s interest in control theory. I’ve wondered 
why his therapy is called reality therapy if he is such a fan of control 
theory. I was asking the Net at large; there are a number of therapists 
out there, and some are familiar with reality therapy.

Again, I request info on this topic from therapists. I really am curious 
about it.

Dag Forssell: Rick, now that I understand your comment as a ques-
tion, I shall att empt an answer.

Very briefl y, Bill Glasser used/developed reality therapy 30 years 
back. His book by the same name is still available in your local book 
store. He developed an institute and a large following, numbering in 
the thousands. He has writt en many books which show his deep inter-
est in matt ers human (see Positive Addiction and The Identity Society). 
He was told about our 1973 “bible” and att empted to write a version 
more accessible to the public.

I was fascinated by Glasser’s Stations of the Mind, but then, I am an 
engineer. The book does a credible job, as far as I remember. He gives 

proper credit to Bill Powers. Many of Glasser’s senior faculty still go by 
that book, which is why some are in the Control Systems Group. The 
book was probably not a hit with the public, and apparently not with 
most of Bill Powers’ followers. Glasser developed a four-color chart to 
teach by, which is simplifi ed but not bad.

Clearly, reality therapy came fi rst. Control theory failed to support it 
as Glasser anticipated, since he could not teach it in a way his audience 
accepted. Problems of organizational control might have contributed 
to the break with Powers.

It seems to me that Bill Glasser is smart and has made contributions 
in many ways. Reality therapy is his baby and his dominant systems 
concept. It comes fi rst. Glasser’s book Control Theory provides the fol-
lowing defi nition of control theory: control theory contends that every 
behavior is a person’s best att empt to meet his needs. Perception went 
out the window because it was confusing to his audience.

This is a quick sketch of my perceptions on this. We all have diff erent 
contents in our systems concepts. Glasser’s priorities are diff erent from 
ours. Still, he has brought a number of control-theory faithfuls to our 
fold through his promotion eff orts. I am glad that I am one of them.

Rick Marken: Thanks for the thumbnail sketch of the history of reality 
therapy and its relationship to the Control Systems Group. Actually, 
I am fairly familiar with that history. I went to a Bill Glasser show in 
about 1981 when I was in Minnesota. When I found out he was inter-
ested in Powers, I went right up to Bemidji or wherever he was. I even 
had lunch with him in the regal dining room—he invited me in when I 
told him I had been working on control theory for a couple of years al-
ready. He struck me as a consummately self-absorbed individual, not 
at all intellectually interesting. I still don’t really understand the basis 
for the rift  (if that’s what it was) between him and Powers, though I 
would guess that it had much more to do with Glasser’s rather shal-
low grasp of Powers’ model than with any confl ict over control of any 
organization (the very notion of Bill Powers trying to control some or-
ganization is prett y silly, given what Bill Powers is like).

Anyway, I still don’t understand what “reality” therapy has to do 
with control of perception. I kind of ragged on Ed Ford for not ex-
plaining to my satisfaction why it is important to realize that people 
are controlling perceptions, but I think I react so strongly because it 
is so important to me that it be made clear. Nobody has direct access 
to reality. We control only representations of what reality might be. 
To the extent people can see agreement regarding what they perceive, 
we tend to call those perceptions reality—but they ain’t. They are just 
(somewhat) shared perceptions. Indeed, I think using the term “real-
ity” in a therapeutic situation could actually be dangerous—giving the 
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therapee the impression that there is a right way to perceive things. My 
pedagogical point is that, when explaining control, just leave out the 
term perception at fi rst. I control the lett ers on the screen, the position 
of my hands, etc., etc. Once a person understands that there are vari-
ables “out there” which are controlled (many diff erent lett ers could be 
typed; many diff erent hand positions are possible) and that these vari-
ables are brought to reference levels though the action of lower-order 
acts which could also counter the eff ects of disturbances to these vari-
ables, the person understands the phenomenon of control. Then you 
can explain that it is perceptual aspects of experience which are being 
controlled, and that there are, therefore, diff erent perceptual aspects of 
the same experience which can be controlled.

Again I ask—really, just out of curiosity, not hostility—why would 
the person who developed “reality therapy” see perceptual control 
theory as something which would support his theory? And what is 
“reality therapy,” anyway?

Ed Ford: For 14 years, I was a faculty and certifying member of the 
Institute for Reality Therapy. I taught at every Intensive and Certifying 
Week in L.A. (where most were held) for over 10 years. I was very close 
to Glasser. I left  the Institute in 1983. Glasser once remarked (some-
what in jest) that he would have called what he did The Therapy, but he 
might have run into problems with others. He called it reality therapy 
because it best described what he was trying to do, which was to get 
people to deal with the reality of their present life. It was the most ef-
fi cient therapy I knew at the time.

When I was introduced to control theory by Glasser, some of what 
he said didn’t make sense (such as don’t deal with perceptions, leave 
that to the theorists). At the 1989 convention mentioned below, Glasser 
said, when talking about perceptions, “they say it is a hierarchy and 
you always start out with this one and then get to this one and this 
one. I don’t recognize 10 [levels]. I don’t get involved with it. In terms 
of them [CSGers], it’s a fundamental diff erence.” Thus his total disre-
gard for the hierarchy of perceptions (which he wrote about in Stations 
of the Mind, then obviously abandoned). I then left  him and became a 
pupil of Bill Powers. When, aft er many years, I had fi nally begun to 
understand what control theory was all about, I realized that we con-
trol perceptions. Glasser never has.

I heard a tape recording of a workshop on what others are think-
ing and saying about control theory, given by Diane Gossen at the 
Institute’s 1989 convention, which Bill Glasser att ended. During the 
presentation, Glasser kept making comments and corrections to what 
Diane was saying. His degree of understanding of control theory was 
very evident.

When someone at the conference asked Glasser when does output 
become input, he replied, “the only way that the behaving organism 
becomes aware of the behavior is through its ability to perceive, which 
is input .... You can go through all kinds of outputs all the time, but 
what they [CSGers] are saying is that the only time you become aware 
of it [Glasser’s idea of behavior] is through input.” Glasser never has 
understood the concept of the controlled variable, and that we control 
for input. He sees “control of perception” to mean that when we per-
ceive what we are doing, we are controlling our perception of our be-
havior. This is how he understands the title of Bill’s book, Behavior: The 
Control Of Perception. He has never gott en away from the fact that we 
control our behavior. Remember, behavior to him is output, behavior 
to us is the entire system in operation.

He doesn’t understand the levels of perception. Glasser said, “the 
reason I got rid of the levels of perception is when I started to teach 
you could adjust the levels, and I don’t think you can. I think it is all 
the way through the top. You adjust to what the ultimate picture is... 
that’s what drives you. If you think you can dissect your behavior... I 
think that is absolutely impossible.” For Glasser, reference conditions 
are called “pictures in your head.” The picture for him is the entire 
hierarchy of perception, and that is all you can control. Obviously, the 
entire system is engaged in the operation, but he doesn’t believe you 
can be aware at any one level. Another major problem is that he uses 
“picture in your head” interchangeably as both perception and refer-
ence level. He doesn’t see the comparison going on inside the head 
(between perception and reference condition), but rather between the 
picture in the head and what he calls behavior (and what we call our 
actions). At one point, he uses the picture-in-your-head concept as 
building a perception; at the next, as something you want or a ref-
erence condition. The same word is used for two entirely diff erent 
concepts. The bott om line is that Glasser has never, never gott en away, 
from controlling output. For him, the comparison is between what we 
want (which he calls the picture in your head) and what we are pres-
ently doing to get what we want (our actions or what we are doing 
which we call output).

Other areas of misunderstanding by Glasser: He says his idea of 
needs is what CSGers would call disturbances. Obviously, he doesn’t 
understand disturbance, because he doesn’t understand the concept of 
controlled variable. Glasser sees the reasons for disturbances occurring 
as the basic needs. And there you have another major problem, the con-
cept of needs. There are basic needs such as the need for water, food, 
etc. Where it gets tricky is when you get to such needs which Glasser 
identifi es as Power, Fun, Freedom, Belonging. Our genetic system sets 
the limits on basic needs. But when it comes to those areas through 



49

which all of us strive to fi nd satisfaction, they can be seen quite diff er-
ently by each of us. I really struggled with this idea (with a great deal of 
help from Bill Powers) in Chapter 7 of my book, Freedom from Stress. It 
seems to me that we set the limits and parameters of satisfaction within 
our own hierarchy, especially at the higher levels. This sett ing of limits 
is really our individual mark or standard for areas of importance to us, 
what Glasser would call needs. I think Glasser’s higher-order “needs” 
say more about him than anything else. People defi ne their own inter-
nal goals and areas of satisfaction, and from my daily reading of this 
Net, they surely vary a lot within our own Group.

Other areas, which I don’t want to dwell on, include the following: 
He calls feelings (along with doing and thinking) behavior (remember, 
his defi nition of behavior is output). His understanding of reorganiza-
tion is also very confused. He retitled his book Take Eff ective Control of 
Your Life, calling it Control Theory. The sad thing is that he has taken the 
name control theory and assumed total control of what it means.

Bill Glasser taught me more than anyone else a lot of great tech-
niques for counselling and dealing with others. Unfortunately, when 
he was exposed to control theory, he changed control theory to suit 
his own perception of the world, and to suit reality therapy. Over the 
past eight or 10 years, as I have been learning control theory, I have 
tried to take my ideas of reality therapy and other ideas in counselling, 
and adjust them to the new and very diff erent world of control theory. 
Control theory has opened a whole new understanding of the world 
to me, and thanks to Bill Powers, Tom, Rick, and the rest of you, I have 
been able to use control theory to learn and grow as a counselor, father, 
teacher, husband, and all the other hats that I wear.

The basic tenets of reality therapy are the steps (get involved, ask 
what do you want?, what are you doing?, and is what you are doing 
gett ing you what you want?; then get a plan and commitment). It also 
says that whatever we are doing is our att empt to satisfy our needs. I 
have been able to use reality therapy as a jumping board from which 
to develop a control-theory therapy.

David Goldstein: Many years ago, I att ended a workshop which 
Glasser gave about the time he started to publish books about control 
theory. I asked him the very question which Rick raises. From his an-
swer, I received the strong impression that as a result of studying con-
trol theory, he revised his att itude from emphasizing a more objective 
view to a more subjective view of perception. Ed Ford and others who 
started out in the reality therapy camp could probably tell us more 
about it. It seemed that he found the questioning a litt le discomforting. 
I will leave it to Ed and others in the Control Systems Group to tell us 
how reality therapy compares to control-theory therapy. I am writing 

48

to tell about “experiential therapy.”
I have recently read a book by Alvin R Maher, called Experiential 

Psychotherapy: Basic Practices. I would highly recommend this book to 
other control-theory clinicians. While the theory of human beings be-
hind experiential therapy is not control theory, but rather a form of 
existential-humanistic theory, I think that much of the practice is very 
consistent with control-theory therapy. For example, the method of 
levels is there! And an eff ort to describe a particular person’s control-
system hierarchy is there!

The meaning of the word experience in experiential psychotherapy is 
very much like the meaning of perception in control theory. I am going 
to focus on the ways in which experiential psychotherapy can contrib-
ute to the practice of control-theory therapy, rather than vice versa. I 
do see control theory as making a contribution to experiential psycho-
therapy in many ways, but I will save that for another time and place.

To start with, in experiential psychotherapy, the selection of topics 
is based on the intensity of experience which the patient experiences 
when att ending to the topic. From the point of view of control theory, 
this makes good sense. Life areas in which a patient experiences a lot 
of or only a litt le bit of satisfaction are likely to be ones about which a 
person has strong experiences.

While they seem to select topics in similar way, experiential psycho-
therapy and control-theory therapy diff er in the way a topic is pur-
sued. It is here, I believe, that experiential psychotherapy can teach 
us. The therapist att empts to share the patient’s experience as much as 
possible, including the bodily experiences which go with discussing a 
topic. Control-theory clinicians do not do this, as far as I know; they do 
not try to generate the patient’s experiences within themselves.

The therapist att empts to have the same experiences as the patient is 
describing. This is called the “working level” of experiencing for the 
therapist. When this is not occurring, the therapist and patient stop 
and go back to the point at which the therapist lost touch with the pa-
tient. The sameness of experiences includes bodily experiences!

Maher provides some specifi c methods for helping a person achieve 
a strong experience, for helping a person become aware of the higher-
level experiences behind the one being discussed, for helping a person 
be/behave in a way consistent with the higher-level experience, and for 
helping a person extend the changes in being/behaving to the patient’s 
everyday life. These specifi c methods are very helpful, are based on 
years of clinical practice, and I see no reason for not using them.

In closing, I wish to emphasize that experiential psychotherapy 
makes me rethink the way I am using feeling/mood experiences in the 
control-theory therapy which I do. I no longer simply try to intellectu-
ally fi gure out (imagine) what the patient’s blocked desire is, which is 
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generating the feelings/moods. I try to experience the feelings/ moods 
and the topic being described by the patient. I then use the experienc-
es which are occurring within me, which are not explicitly described 
by the patient, to experientially fi gure out what the patient’s higher 
level perceptions are. In short, experiential psychotherapy is like con-
trol-theory therapy, but with more feeling for both the patient and the 
therapist.

Now, back to reality therapy. While I am not a trained reality thera-
pist, I have watched Ed Ford, Diane Gossen, and Perry Good work at 
the CSG meetings. And I have read their books. It is my impression 
that feelings/moods, experiences, and expressions also play a second-
ary role in the therapy which they do. Reality therapy plugs into the 
last step in experiential psychotherapy.

Rick Marken: Thanks to Ed and David for the info on reality therapy. 
I think I get why Glasser got interested—just a poor choice of words, 
that “reality” thing.

Bill Powers: David, I presume that you remember a discussion in 
which we talked about devising “qualitative models” for kinds of be-
havior which are diffi  cult to handle in a purely quantitative way on 
a computer. Your description of Maher’s Experiential Psychotherapy 
strongly suggests that it is a way of doing exactly what we were talking 
about. The “computer” in which you run your simulation of the other 
person is, of course, yourself. This living computer already contains the 
capacity to carry out, in imagination, all of the functions of a human 
being (oddly enough) at exactly those levels of functioning which ac-
tually exist. There is no programming problem—we don’t have to fi g-
ure out how relationship-perception works, or program-perception, or 
system-concept-perception. The computer is guaranteed to be able to 
run any process at any level which is required. It is also guaranteed to 
contain exactly the levels which are required, not skipping any and not 
adding any which don’t belong in a model of an adult human being.

As I read your description, I was reminded of the problem of listen-
ing to someone who is giving you directions. When I hear the direc-
tions, I try to imagine the actual trip being described. Good directions 
give you a picture vivid enough so you don’t have to write anything 
down—when you actually follow them, it’s as if you’ve already been 
there. Poor directions, on the other hand, are full of skips and jumps, 
private associations and incidental anecdotes; they convey a shift ing 
point of view, sometimes from the viewpoint of the one taking the 
journey, and sometimes as if from an aerial map or the position of a 
by-stander.

When you try to follow poor directions in your imagination, you get 

a picture of a very confused mind. You don’t, of course, actually sense 
the other person’s confusion. But by trying to imagine following the 
directions, you become confused yourself. That is, when you try to run 
the model the other person is describing, it leads you to see gaps and 
contradictions and other problems which leave you confused and, by 
implication, indicate at least a similar kind of confusion in the other 
person.

I think that this method can be refi ned by a control theorist into 
something even more workable than it already is, and also that it can 
tell us a lot about the role of language in the control-theory model. 
Language, in the broadest sense of communicating through manipula-
tion of perceptions, is the medium through which one person tries to 
convey his or her experiences to another. It undoubtedly has limita-
tions—there might be inherent diffi  culties in trying to communicate 
principles and system concepts by any means but demonstration, and 
in trying to communicate very low-level perceptions, such as the way 
a face looks or the way ice cream tastes. There are problems inherent in 
private meanings of words. But in an intimate and protracted relation-
ship with one other person, a therapist should be able to cross-check 
the meanings and put together a quite reasonable model of the other 
person, through imagination.

This means that the therapist must become an utt erly fl exible gen-
eral-purpose simulation device without cultural biases and with no 
blind spots—a selfl ess person. At least during the process of therapy. 
You would not want to simulate every person as if he or she were, for 
example, a middle-class Jew or an eccentric engineer. You have to al-
low the properties of the other person, as nearly as they can be commu-
nicated, to enter into yourself and to operate as if they were yourself. 
It seems to me that doing this would amount to a discipline at least as 
rigorous as that which the Zen masters demand, at least as deep as the 
analysis which psychoanalysts are required to go through before they 
are considered ready to treat other people’s problems.
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Social Control

Rick Marken: I want to eat. The company I work for is willing to give 
me money so I can eat. I understand that my role is to “work” for 
them—where “work” can mean spending my time doing something 
which I prefer to do less than other things. I’m willing to make this ex-
change—the company “controls” what I do, and I control the amount 
of money I get. It works because, so far, we are both willing to accept a 
litt le error—I don’t get nearly as much money as I want, and the com-
pany probably doesn’t get all the work it would like to get out of me. 
But we’re both happy.

Control theory just says that, when you deal with a person, you are 
dealing with a control system. The result of that “dealing” depends on 
how you deal with the control system and what the control system’s 
current confi guration is. But if you try to control the control system 
“arbitrarily” (that is, without taking into account its purposes), there is 
a good chance of confl ict. For example, if the company decides that it 
will only pay me if I work in a certain way, and if it’s the only company 
in town, and I have no alternative means of gett ing money, then there 
are likely to be problems if, for some reason, I don’t want to work in 
that particular way. If the company tries to control me—meaning that 
it will only accept a particular kind of behavior on my part—and if that 
behavior is something I don’t want to do, then there is confl ict.

Most people deal with other people as people—they act as though 
they understand that the other person is a control system, and they 
respect that. You get into problems with very “purposeful” people, 
who have to have people behaving in just a certain way—no att empts 
at cooperation. These people treat people as objects. When I control a 
hammer, I want it to do exactly what I want it to do. I don’t want to 
compromise and say, “Well, if you want to land closer to my thumb, 
then it’s OK with me; I understand that you have needs, too.” I’m not 
saying that because the hammer has no needs or wants, and I can con-
trol it perfectly, we will never have confl icts. But if I act the same way 
with my daughter, son, or wife, I am probably looking at signifi cant 
confl ict.

Winning a confl ict looks like successful control by the person who 
wins. But I argue that it is a fool’s paradise. The winner then imagines 
that control can always be achieved by force (not true), and the loser 
never really goes away.

People want control, and, in particular, they want control of other 
people. It is a lot easier to control a stimulus-response device than a 
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trol a variable” for a child. But he was right about one thing: when you 
do get all of the variables to their reference states, the baby becomes 
quiescent. Thus, Skinner did understand the idea that behavior is er-
ror-actuated, and that you can determine the reference level of a con-
trolled variable by looking for the level of the variable which produces 
no eff orts to change it.

I have found a couple of Skinner quotes suggesting that he under-
stood something about control. For example, he put a litt le section on 
control in About Behaviorism, where he actually said something like “to 
behave is to control.” Aft er all, behavior produces consequences (rein-
forcements), and these oft en look like the ends towards which behav-
ior is done (they are, but not according to Skinner). Skinner did seem 
to recognize controlling as a kind of behavior. It is what behaviorists 
do, for example. In Beyond Freedom and Dignity, he talked about the 
behaviorist who trains a pigeon by doing a behavior called “control-
ling.” “Controlling” is controlled by the behavior of the pigeon (which, 
I suppose, is doing a behavior called “being trained”). So there is “re-
ciprocal control.” Clearly, Skinner’s idea of what it means to control is 
prett y wimpy. When I control something, I know how I want it to be, 
and, if I can, I get it to be that way. The thing I am controlling has no 
say in the matt er. If it does, then I am in a confl ict with it. I lift  my glass 
to precisely the level I want it to be. If the glass is also controlling me, 
then it is possible that the glass wants me to put it somewhere other 
than where I want to put it. So far, I have been very successful at plac-
ing glasses where I want them, and somewhat less successful at put-
ting control systems (like my cat) where I want them.

Reciprocal control is a crazy notion. Control theory shows that there 
can be no such thing, except in special cases where the two systems are 
either actively trying to cooperate, or where they are controlling vari-
ables which are not in confl ict—as when an experimenter controls the 
pecking rate of a pigeon while the pigeon controls the amount of food 
it gets. Either of these special cases could end up in confl ict anyway; 
one member of the cooperating pair might feel that the situation is un-
fair, and the pigeon might not be able to generate the rates demanded 
by the trainer and just stop, leading to error (and ugly corrective action 
by the trainer).

The att ractiveness of Walden II comes from the appearance of lack 
of coercion; everyone gets rewarded for “good behavior,” and there is 
no punishment for “bad behavior.” Bill Powers wrote a lovely lett er to 
Skinner which was published in Science. In that lett er, Bill explained 
the problem with this “non-coercive” approach: it works as long as the 
behaviors which the community rewards are the behaviors you want 
to produce (assuming that all want the rewards—for simplicity, we’ll 
assume all do, but that is another problem). However, what a perso 

control system. So people are willing to accept a view of themselves 
as stimulus-response machines (which couldn’t possibly do what they 
want to do: control) as long as other people are also stimulus-response 
machines which can be controlled by force. Some stimulus-response 
machines think that they just happen to emit bett er behavior than 
others.

Gary Cziko: The recent death of B.F. Skinner, together with my new 
interest in control theory, motivated me to read and reread some of 
Skinner’s writings. They look quite diff erent since I have gained some 
understanding of control theory. Despite the assumption in Walden Two 
that human behavior can be engineered and controlled, I discovered al-
most in spite of myself that I found the community quite an att ractive 
place. Could control theory be used as Skinner used operant condition-
ing to create such a place? Or does control theory instead show us that 
such an utt erly confl ict-free community is an impossibility?

Bill Powers: Most people who watch behavior closely notice that con-
trol is going on. Skinner noticed it too. But he would have said that a 
baby turning red and crying when its bath temperature goes too high 
is under the stimulus control of the temperature. Control theory says 
almost the same thing: the baby’s behavior is driven by the diff erence 
between the actual temperature and the temperature the baby wants to 
experience. But Skinner wouldn’t have liked that proposition, because 
it invokes a causal factor inside the baby: the defi nition of the right 
temperature, which is determined by the baby and not by the envi-
ronment. Control theory says that the baby’s internal specifi cation for 
the right temperature determines the stimulus value of any given tem-
perature. If the specifi cation changes (the baby develops a fever), the 
same external temperature which was satisfactory before is now “too 
cold.” The baby acts as if the temperature has dropped, and it won’t 
be satisfi ed until somebody lets it get warmer. That’s why we shiver 
and burrow into the blankets when we develop a fever: the reference 
temperature has increased.

Skinner described control behavior. He explained it as environmen-
tal control. If you just ignore all of Skinner’s explanations of behavior, I 
suppose you could say he wasn’t a bad observer.

Rick Marken: Any parent knows how diffi  cult it is to “debug” a child; 
about all you can tell from the child’s behavior is that something is 
“wrong.” You try to fi gure out which variables should be returned to 
their reference levels. This is by no means an easy process. When the 
child continues to reorganize (cry, squirm, etc.), you are likely to be-
come frustrated. Skinner made it sound a lot easier than it is to “con-
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wants to do is determined by his or her internal structure of intrinsic 
needs and purposes which have been learned to keep those needs sat-
isfi ed. The problem with Walden H is that nobody can determine what 
someone else “should” do, even when the “should dos” are for the 
person’s and the community’s own good. That’s perhaps the downfall 
of every well-meaning att empt to create a perfect society.

There is no doubt that Walden II might work for those who want it 
to work, and who are willing to live in the context of the community’s 
rules. Skinner himself didn’t choose to live in that society (a commu-
nity built on Skinner’s principles still exists somewhere in the East, but 
Skinner himself didn’t join when asked—he was controlling for other 
variables). What Walden II shows is that coercion can be masked quite 
well by good intentions. I fi nd Walden LI a hell of a lot scarier then 
some repressive dictatorships where the coercion is at least up-front 
and the hypocrisy is transparent (“this is for your own good”).

Bill Powers: Rick said it right: Walden II works because everybody 
wants the rewards used to keep the society in line, and everyone works 
(funny thing) exactly as Skinner thinks they will. The real att empt to 
form a community of this sort didn’t run so smoothly: lots of coercion. 
The problem is that you can’t reward somebody who knows how to 
get the reinforcer without anyone’s permission. So you have to make 
sure you’re the only (or at least the easiest) source, and to maintain 
the behavior, you have to be willing to leap out of bed with a tray full 
of reinforcers whenever the person you are controlling this way does 
something right. I’ll bet that isn’t what Skinner had in mind.

I’m not enthusiastic about demonstration communities. They will 
work as long as everyone consciously tries to work the way the theory 
says things should work. Sooner or later human nature breaks up the 
act. This would be true even of control theorists (especially?). I think 
the community we need to form is already around us. If we can’t help 
that community to shape up, we wouldn’t do much bett er in an ash-
ram.

Tom Bourbon: Some of the comments on Skinner and Walden II gave 
what might be a mistaken impression about the community founded 
on the principles in Skinner’s book. The community is Twin Oaks, near 
Louisa, Virginia. It was founded in 1967. From the early 1980s until as 
recently as 1986, I corresponded with a young man who lived there. 
He was the brother of a student here, and we had several opportuni-
ties to visit.

From the beginning, I was surprised to learn that Twin Oaks was still 
there. I had assumed that it died an early death. I was even more sur-
prised to learn that, within the fi rst two or three years, the residents had 

abandoned many of the principles in Walden II, and in behaviorism in 
general. They were more devoted to their vision of a free community 
than to Skinner’s utopian ideals, as they understood them. Early on, 
they decided that the society described in Walden Two was unrealistic 
for them—perhaps for anyone—and that the principles they originally 
intended to follow stood in the way of their higher goals. So, like intel-
ligent control systems, they began changing anything and everything 
which seemed to need changing. By the 1980s, the place had a decid-
edly humanistic quality.

By 1984, I had sent copies of what litt le was available on control 
theory to the Twin Oaks community library. In return, I received two 
books writt en by residents. I recommend them highly to anyone who 
is curious about the fate of the Walden II experiment. The books are: A 
Walden Two Experiment: The First Five Years of Twin Oaks Community, by 
Kathleen “Kit” Kinkade, New York: Quill, 1973, and Living the Dream: 
A Documentary Study of the Twin Oaks Community, by Ingrid Komar, 
Volume I, Communal Societies and Utopian Studies Book Series, 
Norwood, Pennsylvania: Norwood Editions, 1983. I assure you that 
the community described in those sources is anything but a coercive 
place operating under what they called “Skinner’s scientist puppe-
teers”—the “planners” envisioned in Walden II!

Bill Powers: From the viewpoint of the “scientist” or “technologist,” 
the manipulated disturbance is a controlled consequence of action. 
Action varies to make the disturbance be what the manipulator wants 
to see happening. Both action and disturbance are dependent variables. 
The disturbance depends on the action, and the action depends on 
both the current state of the disturbance so far produced, and exter-
nal infl uences which interfere with producing the desired disturbance. 
From the viewpoint of the manipulee, the disturbance comes from 
outside the loop, arbitrarily altering a controlled variable; hence it is 
an independent variable. In both cases, a second independent variable 
exists: the manipulator’s intention regarding the disturbance which is 
to be produced, and the manipulee’s intention regarding the state of 
the controlled variable which is being disturbed. Higher levels are in-
volved in both cases.

Gary Cziko: Culture appears to control aspects of human behavior 
(the system of law is a good example), but it can only do this through 
the interaction of human beings as autonomous control systems. 
Nobody outside of me can reach in and change my reference levels. 
Society cannot control my thought. But growing up in a particular so-
ciety and culture present problems which might lead me to reorganize 
my control systems in new and (usually) culturally appropriate ways. 
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The idea that society can control individuals’ thoughts and actions by 
nonviolent means has been proven wrong many times and remains a 
dangerous myth. Control theory provides the fi rst real insight into the 
fallacy of this myth.

Rick Marken: Gary, your comments about societal control were right 
on target. Let me just say a few related things.

Gary knows that control systems really control their inputs (per-
ceptions). The outputs of a control system depend not only on eff ects 
produced by the control system, but also on eff ects external to the sys-
tem—these are disturbances. Disturbances can enter a control loop at 
any point; they can even be added to the neural signals in the control 
loop. These disturbances can infl uence every variable in a control loop; 
but the loop is organized so it always acts to keep the perceptual sig-
nal matching the reference. The disturbance might change the amount 
of output required to keep the perception at the reference; it might 
change the relationship between external variable and perceptual vari-
able; but it cannot aff ect the relationship between perception and refer-
ence—the closed loop sees to that. So a control system doesn’t really 
control movement or position or refl exes or whatever. It doesn’t even 
control a variable in the outside world. The thermostat doesn’t control 
“heat” in the room—it controls the voltage representing “heat” as rep-
resented by the metallic strip. If you change the heat transducer (me-
tallic strip), you get a new voltage (perception) for the same heat, but 
the control system still keeps the voltage at the reference (which could 
mean that you experience a hott er or colder room).

The control system controls only one thing: a perceptual input sig-
nal. This signal can be a representation of simple or complex variables 
outside of the control system. When we look at the control system, 
we see that system infl uencing our perceptions—perceptions of move-
ments and positions and “instincts” (really, program perceptions). But 
to know what the system is actually controlling, we must learn how 
our own perceptions are related to the perceptions being controlled by 
the control system.

Bill Powers: If A controls B, then for any disturbance acting on B, A al-
ters its action so as to prevent B from changing signifi cantly. A also, at 
the same time, determines the state in which B will be maintained (the 
state can be dynamic). I don’t see how this applies to “society controls 
thought.” If I change my thought, does society act on me to restore my 
thought to its original state? I don’t see how society can even know the 
state of my thoughts, much less aff ect them in some way.

Joel Judd: The one overwhelming thought I’ve had as I’ve been com-

ing around to a control-theory point of view is “how powerful this 
makes a human being!” That is, one is truly free to act/think as one 
wishes. We can be persecuted, persuaded, tricked, forced, etc., in order 
to make us act or think as another would have us, but, ultimately, we 
are responsible for ourselves! My religious beliefs have held this to be 
the truth for me for quite awhile, but it’s refreshing to fi nd a sort of 
secular basis to hang it on. The insidiousness of stimulus-response re-
ally serves to demean the human (or any) organism, doesn’t it?

Bill Powers: There are all sorts of feedback relationships between or-
ganisms—anything imaginable, because there is no superordinate sys-
tem regulating the interactions. Nor is there any control. There are 
only limits. And these interactions can be experienced by individual 
organisms which, being control systems, will modify their behavior to 
cope with them. This leads to an enormously interesting kind of study: 
the study of phenomena which emerge from interactions between true 
self-contained negative-feedback control systems. Because there is no 
superordinate system, no supervisor, the outcome is not governed by 
the same laws applying within the individual organism. Social laws 
are not simply a higher level of the laws of individual behavior. They 
are not analogous to the laws of individual behavior in any but the 
most superfi cial ways. A real understanding of how organisms inter-
act is going to tax our capabilities for modeling for a very long time to 
come, and can’t really get started until we have brought our models of 
individual organization to a much higher level of competence.

I think that negative feedback totally dominates all processes inside 
an individual organism, including the processes of growth and learning. 
I think that positive feedback could well be important in the realm of 
interorganism relationships. Those relationships, I think, are the major 
source of evolutionary pressure: the passive physical environment is, 
comparatively, a pushover. If it weren’t for all those other organisms, 
there would be plenty to eat, plenty of shelter, plenty of safe places to 
mate and rear young. Of course, in that case we’d all still be at the bot-
tom of the food chain, so perhaps I shouldn’t complain.

Dennis Delprato: It might be appropriate for me, as a representative 
from the fair State of Michigan, to point out that control theory has 
recently won a “victory” of sorts. A district court judge here dismissed 
a fi rst-degree murder charge against Dr. Jack Kevorkian, who was al-
leged to have supplied toxins, an apparatus, and instructions which 
enabled a 54-year-old Alzheimer’s-disease patient to kill herself. The 
basis of the judge’s decision to dismiss the charges apparently was 
simply that Michigan has no law applying to assisted suicide. The 
dark side of all this is that the forces of antiquity are stirring more than 
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ever to have the legislature write a law to make assisting suicide a 
prosecutable off ense. I’m sure that if they could get their hands on the 
nonspatiotemporal “soul,” they would seek to prosecute this aspect of 
those who elect to kill themselves, as well.

I suggest that control theory (by whatever name) is extremely unap-
preciated in terms of its respect for individual liberty. As Bill Powers 
put it previously, control-theory ethics (or a fundamental ethical dic-
tum of control theory) is that others are control systems, too. In other 
words, keep your cott on-pickin’ hands out of others’ business (i.e., 
lives). Along these lines, I get very discouraged when I note enormous 
inconsistencies among individuals’ positions on various issues. Most 
prominent in line with the present topic is when the same individual 
touts “civil libertarian” positions, yet holds to one of the many extant 
versions of one-way determinism. It certainly is diffi  cult to refrain from 
strong-arm tactics in interpersonal and other social relations, given 
certain “positions” in which we fi nd ourselves and the various ways 
in which such tactics are encouraged. It is all the easier to use authori-
tarian techniques when one assumes that others are simply subject to 
wind-weathervane operation, anyway.

You all bett er agree with me on this—or else!

Mark Olson: Dennis, I agree that an ethical system derived from con-
trol theory would basically have the form of “keep your hands out of 
others people’s business” as you stated. But I do think that if the out-
put of one person is going to result in a large (maybe irreconcilable) er-
ror, then laws (or something) need to be there to ensure that it doesn’t 
happen. If they are not there, then everyone will reorganize and re-
organize until they have made their worlds small enough to protect 
themselves from the outputs of others. Go to New York or anywhere 
people are screwing around with other people’s inputs and try to com-
municate with those people.

Rick Marken: Dennis, I agree that individual liberty is fundamental 
to a control-theory ethics (if there is such a thing), but I also think that 
one of the most interesting (and calming) things which control theory 
does is to help us understand that the behavior of the “forces of antiq-
uity” (an excellent appellation) is an expected consequence of the fact 
that they are control systems, trying to control variables which they 
feel are very important. (I guess any variable we are trying to control is 
important to us.) Control theory gives us some sympathy for the devil 
(and these forces of antiquity can be quite devilish if you are control-
ling for a variable which they think should be kept at another level or 
not controlled at all). You cannot control the controllers any more than 
they can, in the long run, control you. I don’t know the solution to this 
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mess, but the ones who think they have a solution are usually the most 
obnoxious and dangerous controllers of all. I guess there really is no 
solution other than education, and, aft er seeing what some educated 
people think it is important to control, I’m not even really optimistic 
about that. For some reason, all this doesn’t depress me—I think that, 
at a personal level, understanding the nature of control systems has 
helped me get along with other control systems; and, of course, there 
is great “spiritual” satisfaction to be had from learning a litt le bit about 
how living systems work. But I would be surprised if learning about 
control helps reduce the amount of unnecessary confl ict in the world. 
“People just want to control” (sung to the tune of “Girls Just Want to 
Have Fun”).

Bill Powers: There’s a step beyond the “keep your cott on-pickin’ hands 
off  my control systems” prickle. We do have to live together, and there-
fore we have to respect each others’ wills, as well as defend our own. 
This oft en means lett ing other people control our behavior.

Cooperation is harder to achieve than individual action, especially 
under the axiom that each person’s will is entitled to respect.

Regarding the war in the Middle East: The only way to control a con-
trol system is through the application of overwhelming physical force.

It doesn’t do much good to urge people to be wiser or cleverer than 
they are. We need to understand how system concepts come to be in-
vented and accepted, and why they can become so compelling as to 
enlist the support of millions of people and throw them at each oth-
ers’ throats. Given that system concepts are perceived at a level higher 
than that of logic and rationality, how are we to discuss them, compare 
them, or teach them? From what standpoint can we even knowingly 
examine them?

I was thinking this morning that the thought of going against an en-
emy by using invincible force is comforting. War is exhilarating when 
you are sure you can win. You feel safe knowing that nobody else is 
stronger. If you are stronger than everyone else, there is no need to be 
wise or clever. You can even aff ord to be compassionate, within cost-
benefi t limits.

War is caused by fear, not bravery.

Rick Marken: I think that social organizations exist to help everyone 
involved control what they need to control a bit bett er than any indi-
vidual could control by him/herself. This requires cooperation, which 
means everyone can’t necessarily have things exactly the way they 
want—they must defer gratifi cation or sett le for a litt le less than they 
might get if they didn’t have to cooperate (take the requirements of 
others into account). It would be nice if people could pay bett er at-
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tention to this aspect of social organization (mutual benefi ts through 
compromise and cooperation). I think one way to tell when people are 
not taking this into consideration is when they start talking about “le-
gal rights” and “historical precedents” and other verbalizations which 
are used to justify screwing people up. In the Gulf War, one side talks 
about “legitimate claims and grievances” which Iraq had with respect 
to Kuwait. I say, who cares about such claims—they are just words and 
phrases. What I care about is that a very heavily armed group of people 
came in and very forcefully prevented another group of people from 
having any chance of being able to control the variables they needed 
to control. I think this violates the fundamental sense of justice which 
Hugh Gibbon talks about with respect to law; coercion is perceived as 
just when it is used to stop someone from intefering with the agency 
of another person (who is not, through their agency, interfering with 
anyone else). I think it is diffi  cult to see what is happening over there 
as anything other than Iraq forcefully and brutally depriving Kuwaiti 
people of their agency. This was not done justly—to prevent Kuwaitis 
from brutally surpressing another group. There is no set of symbol 
manipulations which can make Iraq’s actions seem just. So coercion 
was exerted by the US.—since coercion can only be exercised by an 
agency physically able to exert it.

I guess I’m saying that coercion is just when it prevents some person 
or other agency from depriving another person or agency of their abili-
ty to control. Verbalisms about “legitimate rights,” “manifest destiny,” 
“God-given rights,” and “a legacy of imperialist domination” seem to 
me to be most oft en used as smokescreens to justify unjust coercion: 
depriving people of their ability to control for no reason other than 
unwillingness to take the time to look for cooperative solutions.

I will say that many of the U.S.’s verbal justifi cations for the war are 
also irrelevant—probably an old habit left  over from our earlier com-
mitment to using coercion to suppress rather than expand people’s 
ability to control. I think the reason for overwhelming support for the 
war is that many people see this war, at a non-symbolic level, as a just 
use of coercion to prevent deprivation of agency—the same conditions 
under which we recognize the use of coercion as just in this society. 
The U.S. is acting as the policeman: as the policeman exerting legiti-
mate coercion (police coercion can be seen as quite illegitimate if it 
doesn’t seem to be used to protect agency).

Gary Cziko: Rick mentioned the need to give up a litt le when living 
in a society for the sake of cooperation with others. This reminds me of 
A.S. Neill’s school called Summerhill, and his book by the same name, 
which I am now rereading.

Summerhill was remarkable for the total lack of authority in the 

school. Classes were optional. Students could do anything they wished, 
as long as they did not infringe on the rights of others. Violations of 
others’ rights were dealt with at a weekly meeting run by the students. 
Students were made to repay for goods or services stolen or damaged, 
but there was no real punishment, and absolutely no moralizing about 
good or bad.

A.S. Neill’s acceptance and approval of each student was absolutely 
unconditional. He did not withold his love and support so he could 
“reinforce” desired behaviors. In fact, he oft en “reinforced” undesired 
behaviors, as when a student was rewarded for stealing. This reward 
was seen by the student as a sign that he was approved of as a person 
by Neill, no matt er what he did, and made him feel to be part of the 
school community. And when this happened, the stealing stopped.

I wonder if anybody else out there is familiar with A.S. Neill’s non-
authoritarian method of child raising and would care to comment on 
its relationship to control theory. It seems to me that Summerhill is 
the closest any community has ever gott en to the type of community 
which control theory would lead us to have.

Rick Marken: On permissiveness and Summerhill: I don’t think 
that control theory suggests that “Walden III” would be a place like 
Summerhill (as Gary described it; I’ve heard of A.S. Neill, but know 
litt le of the details of his community). I do think control theory makes 
it clear that people are autonomous control systems. But that means 
all people—students and educators. Problems arise when people start 
trying to control other control systems—but how can they keep from 
doing it? Control systems control. If another control system disturbs 
a variable you are controlling, you react, possibly aff ecting the other 
control system’s ability to control. A.S. Neill might be perceived as 
more permissive than Skinner, but he is still a control system. If he re-
ally has a community where he just lets other control systems control, 
even if this infl uences the things he is controlling, then he is not alive 
any more. As long as there is more than one control system around, 
there will be some degree of mutual infl uence and, possibly, control. 
This does not mean that things will necessarily go to hell. All control 
theory does is draw our att ention to the fact (and theory) of control 
and interacting control systems. The “solution” to whatever problems 
might arise because of this fact is not provided by the theory itself. I 
do agree, however, that eff orts like Skinner’s to control behavior will 
likely, but not necessarily, lead to enormous confl ict. But then, com-
plete “permissiveness” in a world of limited resources is likely to lead 
to the development of some prett y problematic control systems itself.

That’s one of the problems of control theory—we don’t sell well, be-
cause we can’t honestly sell utopia. All we can sell is quality.
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Hugh Petrie: Rick: Generally, it seems to me that your approach to 
the justifi cation of coercion from a control-theory perspective is correct 
do, however, have one question with respect to your application of it 
to the U.S. actions in the Gulf. Remember “The Test”? If what the U.S. 
is doing is justifi able coercion, we should be able to ask about other 
disturbances to the world order, and whether the U.S. always acts to 
protect the agency of other societies. It appears not, to many of us, e.g., 
Lithuania. Thus, although justifi able coercion is a plausible candidate 
for what the U.S. is doing, it does not seem to survive “The Test.” So 
what are we “really” doing? This is what worries some of us.

Gary Cziko: Rick, yes, we all control, but we can also control what we 
control. And control theory shows us what we can control (ourselves), 
and what we cannot (others).

This is the one thing I never understood about Skinner’s behavior-
ism. If he was right that all behavior is completely determined by the 
environment (plus biology), then how can one have a technology of 
behavior? How does the behavioral technologist get outside the de-
terministic system to make things bett er? I can’t imagine that Skinner 
didn’t consider this problem somewhere, but I have not yet been able 
to fi nd him writing about it.

I would hope that control theory avoids this problem by its hier-
archical system of levels of control. What we think at a higher level 
does make a diff erence in how we behave. If control theory suggests 
that the only way to avoid violence is to respect the freedom of others, 
and if we want to avoid violence, then we might begin to respect the 
freedom of others. The thought is not something we induce using our 
senses, and we do not need to be “rewarded” by the environment for 
such a thought. It just has to make sense at a higher level—and it can 
change your life (and others’ lives). In this sense, we are all “outside” 
of Skinner’s deterministic system. And if this isn’t a useful psychologi-
cal theory, I don’t know what is. Skinner’s seems useless by defi nition. 
Control theory does seem to have the potential to make a diff erence. If 
not, I might have to pull the plug and start looking elsewhere.

Bill Powers: Rick, you old warmonger, you. I think we have a chicken-
and-egg problem here, just like the one between the Israelis and the 
Palestinians. How far back do you want to keep score on who pro-
voked whom to do what? The British screwed Iraq; Kuwait screwed 
Iraq; Iraq screwed Kuwait; we’re in process of screwing Iraq; now 
Jordan and Morocco and Lybia want to screw us, etc., etc., etc. It’s been 
a nonstop international tag match for as long as anyone can remember. 
There isn’t any Gulf Crisis. It’s just another episode. And everybody, of 
course, is completely justifi ed. Just ask. We need some social and po-

litical scientists who can step outside this endless circle of words and 
show clearly how this mess is being caused by the people on all sides 
doing exactly the same things to each other. We have to go up a level, not 
take sides.

Rick Marken: Behaviorists like Skinner (and most other psycholo-
gists as well), claim that behavior is controlled by the environment; in 
Skinner’s case, this control is exerted by reinforcers selecting the be-
haviors which produce them, but the mechanism is not important. If 
behavior is controlled by the environment, then the behaviorist can 
control behavior if he or she can control the environment of the behav-
ing organism. But the behaviorist him/herself must also be controlled 
by the environment. So how can a person who is controlled be in con-
trol? Skinner has spoken to this problem. He talked about “reciprocal 
control”: the animal controls the behaviorist as much as the behaviorist 
controls the animal. So the behaviorist gives a reinforcement as a result 
of seeing the animal do the desired behavior. The reinforcement makes 
the desired behavior more probable, making it more probable that the 
behaviorist will give a reinforcemnt. There are obvious problems with 
this analysis (it seems to predict that the animal and behaviorist will 
accelerate into a frenzy of behaving and reinforcing, which is not what 
we observe). But the real problem is that the behaviorist is not really 
in control. A small disturbance to the animal’s behavior could lead to a 
very diff erent end result produced by the behaviorist. The behaviorist 
cannot intend to have the animal “make a fi gure-eight”—this result 
cannot be expected on each occasion, because small changes in the 
animal’s behavior lead to small changes in the behaviorist’s behavior 
which might end up with the bird making a zero rather than an eight. 
Control implies purpose: making something happen even if circum-
stances are working against that end. This kind of purpose is what 
the behaviorist claims to have with respect to the behavior of others 
(“I can make you do what I want”), while denying such purposive-
ness to those very others. But both the behaviorist and the organisms 
studied by the behaviorist are supposed to work according to the same 
principles. I think this is the inherent paradox of behaviorism—if be-
haviorists can control, then they can’t be controlled. But if they can’t 
be controlled, then neither can the objects of their control, and so the 
behaviorist can’t control if he/she can control. It’s like the man who 
says he is from Crete where all men are liars. If the statement is true, 
it’s false; if false, it’s true.

I know that control theory does not suff er from this paradox. Control 
theory has no problem explaining the behavior of the control theorist 
with respect to the behavior of the objects of his/her theorizing.

Bill, I don’t mean to be that much of a warmonger. I don’t justify this 
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war to myself (as I said) in terms of keeping score on who screwed 
whom the most in the Gulf. I would be happy to “go up a level” to fi nd 
a solution. But how do you do this? What’s up there? How do you “go 
up a level” when someone has just robbed you at gunpoint? Trashed 
you apartment in order to get you to move? I have been involved in 
confl icts where I have made every eff ort to be conciliatory and look at 
things from new perspectives, only to fi nd that my “opponent” was 
perfectly happy not to “go up a level,” but, rather, to take the simple 
expedient of threatening or using violence. I believe that people can 
and should try to get along, and I respect the fact that everybody is just 
trying to control what they feel they need to control. But what do you 
do with people who would rather kill than talk? I am not interested in 
past wrongs or justice. I just want to know how you deal with people 
(and there are such people) who consider no other option than force. I 
agree that it’s best not to get into situations where that kind of confron-
tation emerges. But what’s past is past. There was a rape of a country 
(regardless of the cause or justifi cation). What do you do? Ignore it? 
Mind your own business? Non-violence and reason work if the people 
you’re dealing with actually respect life and thought. What do you 
think Hitler would have done to non-violent Jewish protesters sug-
gesting that it was inappropriate to gas German citizens? My guess: 
laugh his head off  before shooting them all.

Don’t get me wrong—I’m not pessimistic about the value of control 
theory as a basis for solving human problems. Part of my interest in the 
theory is motivated by its optimistic, humanistic perspective. I hope 
that the understanding we get from control theory will help us keep 
from gett ing into Gulf-type situations. But I have a feeling that there 
will always be people like Hitler and Saddam and many others of their 
ilk. I wish it were possible to wish them away, or love them away, or 
non-violence them away, or go up a level and make everything bet-
ter—but I doubt it. Still, I’d love to see some concrete proposals for al-
ternate approaches to the current and possible future world problems 
based on control theory.

Mary Powers: Summerhill! What a liberating read that was! Really 
the opening gun of the ‘60s—all you need is love, etc.

But raising children needs a whole lot more. Two thoughts:
First, Summerhill was an isolated place. All hell could break loose 

and did. But we have to raise kids in a cultural context, and we are 
their cultural context. They have to learn to get along in our society 
with its range of ways to be, just as they have to learn our language 
with its range of sounds. And some of those ways are not things chil-
dren are going to want to do spontaneously. Fortunately, kids want 
to please, and are insatiably curious, and what they must do can be 

off ered in an enticing and interesting manner. But that takes a hell of a 
lot more work than just love—love’s an att itude, not a curriculum.

Second, it’s all very well to say that wonders occur when you give a 
child (or anyone else) unconditional positive regard. But who can do 
that all the time? It takes a very unusual person. I bet even Neill got 
fed up occasionally. Carl Rogers felt this was the key to therapy, but he 
only had to see each client for 50 minutes at a time. And I left  the coun-
seling center convinced that there was more to what was going on than 
UPR. The idea that you could simply refl ect what the client was saying 
was almost a joke—it certainly lent itself to parody. But that’s not the 
point here, which is that when you’re a parent of litt le kids, you’re with 
them morning, noon, and night, and sooner or later you are dealing 
with them on a gut level, drawing on a lot of unconscious stuff  you 
learned from the people who raised you. If that was kind of screwy, 
you’re going to be screwy too, however much you swear things will be 
diff erent. Either you’ll do the same things again, or you’ll compensate 
and do the exact opposite. And in “doing” I include a lot of talking and 
acting which is probably very conditional indeed, which you might 
not even recognize as such, because it is so automatic.

Rick Marken: The simplest case of confl ict occurs when two control 
systems have diff erent reference specifi cations for the same controlled 
variable. The control systems can be in the same physical system (like a 
person) or in two separate physical systems (like two diff erent people): 
in the fi rst case, we have intrapersonal confl ict (the person is in confl ict 
with himself or herself); in the second, we have interpersonal confl ict 
(two people in confl ict with each other). War is an example of interper-
sonal confl ict involving many persons.

It is prett y easy to model a confl ict between two control systems. For 
example, the outputs of the two systems could be as follows:

O1(t) = K1(R1 - P) S1(O(t - 1)) 

O2(t) = K2(R2 - P) S2(O(t - 1))

Time is t; the perceptual input P is also changing over time. Assume 
that for both systems:

P O1(t) + O2(t)+ D

Thus, each system infl uences the perceptual input to the other (since 
it is the same input). Each system responds to the discrepancy between 
this perceptual input and its reference for the input (R1, R2). If R1 = 
R2, there is no confl ict—both systems want the same perception. If R1 
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diff ers from R2, then there is confl ict. The outputs generated by one 
system will be a disturbance to the input to the other. The result of this 
confl ict depends on the relative strengths of the two systems, as repre-
sented by K1 and K2 (output generated per unit error). If K1 = K2, then 
there is a stand-off . The systems match outputs until they are each pro-
ducing the maximum they can physically produce. If one system can 
produce more output than the other, then that system will dominate, 
but not necessarily “win” the confl ict unless the residual output can 
completely compensate for the output produced by the other system. 
If K1 and K2 diff er, one system might dominate the other, but, again, 
winning depends on the maximum output which can be generated 
by each system. The intensity of the confl ict between control systems 
depends on the relative values of K1 and K2, the maximum values of 
01 and 02, and the diff erence between R1 and R2.

There are several ways to solve a confl ict like this, where “solve” 
means that all systems get their perceptions to match their reference 
states. The simplest approach is to simply let the confl ict go and hope 
that the output limits of your system are greater than those of the other 
system—much greater. Then one system (the stronger one) can get the 
perception it wants, and the other system gets massive error. This is 
the solution called war. There are obvious problems with this solution: 
1) you can’t be sure that you are the system which is going to “win,” 
and 2) unless you completely eliminate the other system, it will never 
stop trying to get its perception to match its reference, so you will al-
ways be generating some output to prevent this (rather than devoting 
this energy to controlling other variables). There are other problems, 
but that’s enough for now.

The solution to confl ict which is “best” requires that one or the oth-
er party to the confl ict “change their reference” for the mutually con-
trolled variable. That is what “going up a level” is about, if you believe 
that the reference signals are set by higher-order control systems. The 
higher-order system could then see the lower-level perception as part 
of a higher-order controlled variable (like “being a big hero”). If this 
system could fi nd, say, other lower-order perceptions which satisfy this 
perception, then maybe R1 could be eliminated (so one system no lon-
ger has a reference for this perception), and a new perception could be 
substituted. The problem is that, when the confl icted control systems 
are in diff erent physical systems, it is hard to get both systems to solve 
the confl ict by changing references. If one system is always willing to 
change its reference in order to prevent confl ict, then there is the possi-
bility that the other systems will notice this and rely on it. It could get to 
the point where the accommodating system becomes a doormat (which 
is certainly OK if it really never has any interest in controlling any vari-
ables at levels which might cause confl ict with other systems).

There is no “morality” in this view of confl ict. Confl ict just happens 
because control systems control, and there are limited degrees of free-
dom (apparently) available in the perceptual world of variables with 
which all these systems interact. Confl ict seems to me to be unavoid-
able. But people who understand the nature of these confl icts will 
probably be bett er at dealing with them than those who are paid to 
do it (the politicians). Still, if one system in the confl ict just refuses to 
change a reference for a perception which, if kept at that reference, will 
cause intrinsic error to another system, what can you do?

It might be interesting to try to model interacting control systems 
which can get out of these confl icts—and do so in ways which do not 
destroy the physical integrity of either system. Instead of praying for 
peace, we could be modeling for peace.

Bill Powers: Therapists, like everyone else, want to be in control. Some 
of them want to have the power to cure people, like a doctor. Many of 
them dream of saying just the right thing so the patient’s jaw drops, the 
patient’s eyes bug out, and the patient cries, “Oh, thank you, Doctor, 
that’s exactly what’s wrong, I understand everything now! You’re so 
smart!” If a therapist doesn’t provide insight, diagnose problems, 
give people good advice, administer treatments, and cure the patient, 
what’s the point in being a therapist? That’s what it’s like to want to be 
in control of the client.

Did anyone ask the patients what they want?
From the control-theory viewpoint, the goal is for the client to be in 

control, isn’t it?

Rick Marken: This is for the social scientists. I would like information 
about the following: What is the history of the concept of control of 
human behavior? (Particularly the idea that people can be controlled 
by non-coercive means.) People have known that animal behavior can 
be controlled fairly non-coercively for some time. Rulers have known 
how to control people coercively for some time; they have under-
stood the eff ectiveness of one contingency—if you do this, you’ll die. 
Machiavelli apparently was an early writer on controlling people, the 
how and why, but I never read him. Is he a good one to include in such 
a history? Is the idea of non-coercive control really as modem as I think 
it is—beginning about 1913, with J.B. Watson? Didn’t people always 
believe that kids could and should be controlled?

Also, I wonder why psychologists don’t talk much about the control 
of behavior any more. Any ideas? Aft er all, if cognitive or connection-
ist or whatever models are right (successful), then they should make it 
possible for people to control what is being modeled. Why is there no 
more concern about behavior control and brainwashing? Is it because 



1918

it hasn’t worked? And if it hasn’t, why haven’t people abandoned the 
causal framework which suggests that such control is possible?

Tom Bourbon: Rick, I think I understand your request for citations 
about non-coercive control of people. But I am not sure I understand 
completely, due to one example you cited, namely J.B. Watson, the orig-
inal American version of a pure environmental determinist. Watson? 
Non-coercive? I’m not really sure what you mean by the word, if 
Watson is an example.

A possible source for information on control, both coercive and al-
legedly non-coercive, is Harvey Wheeler, editor, Beyond the Punitive 
Society: Operant Conditioning, Social and Political Aspects, San Francisco: 
Freeman, 1973. The book came out in the wake of Skinner’s Beyond 
Freedom and Dignity, and it includes arguments pro and con on wheth-
er operant conditioning and its then-fashionable applied wing, “be-
havior modifi cation,” represented the leap beyond punishment which 
Skinner claimed. Of course, those who agreed with Skinner conve-
niently overlooked the fact that their “positive reinforcers” worked 
only if the recipients of this “non-punitive” therapy were fi rst denied 
something they previously had, and were not allowed access to the de-
nied substance, item, or action unless they did what the “non-coercive” 
therapist required.

In China, where Taoism certainly embraced a non-coercive model of 
nature and of society, Confucianism, the philosophy of the “practical 
and applied” side of society, was almost a polar opposite of Taoism. 
That was the idea—a balance, within society as a whole, between the 
restrictive, coercive practices needed to keep the society running, and 
the free, childlike Way of Tao to which people were encouraged to re-
turn—aft er they had fulfi lled their obligations to state, family, and all 
of the rest. Precisely that same balance between coercion and freedom 
existed in traditional Hindu culture, where the free and enlightened 
path of Buddhism came into being as a counterpart to the mandatory 
rigors of organized society, and people were encouraged to recapture 
some of the freedom and spontaneity of youth, aft er meeting their so-
cial obligations.

The modern West does not deserve credit for discovering coercion.

Chuck Tucker: In my lectures in Introductory Sociology, I tell the 
students that there are only three ideas which have developed in the 
history of Western civilization regarding the concern human beings 
have had throughout recorded history about control. I claim (correctly 
or not) that since the time of the Greeks (our beginning of records for 
Western civilization), there has been concern about the “forces” which 
make us do what we do, individually and collectively. The ideas are 

Nature, God, and Society (or Man). The introduction of the last idea 
(Society) did not occur until about the 16th century. The idea of Society 
as a force is in opposition to the other two ideas, but all of these ideas 
(and some from the non-Western world) are used by people today to 
answer the question: Why do I (or we) do what I (or we) do? (Although 
I don’t use it directly, the book The Day the Universe Changed, by James 
Burke, makes this point much bett er than I do.) But throughout the his-
tory of Western civilization, the idea of control has been coercive. And 
the control-theory idea of control is non-coercive. That is our problem: 
we are presenting a view which, although consistent with the idea of 
Society (as compared with Nature), calls for a departure from “outside 
forces.”

I have just begun to read Jack Gibbs’ book Control: Sociology’s Central 
Notion (1989), which shows how the idea of control has been used only 
indirectly in the social sciences. Gibbs claims that control is a central 
idea and that if it were used explicitly, it would improve our under-
standing of social life. (He has no references to cybernetic control the-
ory in his book.)

Kent McClelland: As a sociologist, I’ve been interested in control the-
ory ever since I read Behavior: The Control of Perception several years 
ago, but I didn’t get time to dig into it deeply until a sabbatical fi nally 
came along last spring. When my sabbatical ran out last summer, I had 
an unfi nished, rather sprawling manuscript on connections between 
control theory and sociology.

The draft  contains an introduction focusing on Jack Gibbs’ book, 
Control: Sociology’s Central Notion, saying that Gibbs missed the boat 
by ignoring Powers’ control theory; a very brief but fairly comprehen-
sive review of the multi-disciplinary literature on control theory (now 
a year out of date); a section att empting to explain the basics of control 
theory to an audience of sociologists; and a fi nal section applying con-
trol theory to a discussion of interpersonal power.

Bill Powers: People oft en use terms like “live in harmony” and ‘learn 
to cooperate,” which sound like unbiased and fair prescriptions for 
social life. But they seldom mean it that way—just think of a teacher 
Who puts on a report card “needs to learn cooperation with others.” 
What it means is that Litt le Johnny had bett er get in line or there will be 
trouble for Litt le Johnny. Cooperation defi nitely doesn’t mean that the 
social group is going to cooperate with the individual; it’s a one-way 
street the other way.

The person with power (personal, fi nancial, or political) uses it to 
assure that those who want the gold (food, shelter, health) behave as 
that person wants, whether or not it confl icts with what they want. 
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This method creates a certain limited range of harmony within a group 
of limited size, but at the expense of harmony within all but one of 
the individuals: outward harmony, inward confl ict. It does not work 
across groups.

The opposite is no cure: inward harmony, outward confl ict. Think of 
Donald Trump enjoying his triumph over that litt le businessman on 
whom he stomped. He bragged about it in a book! No inner confl ict 
there. But who would want to live in a world of Donald Trumps? How 
long would such a world last?

True harmony means inward and outward harmony. It means that 
in fi nding ways to avoid confl ict with others, individually or as a soci-
ety, the individual is also able to avoid inner confl ict. Our world is not 
set up this way at present. It’s set up on the basis of controlling others 
and winning confl icts. It’s set up so that most people must be losers, 
because winning is organized like a pyramid. Kids are taught that in 
this country anybody can grow up to be President. Somehow, all these 
millions of kids fail to be advised that in their lifetimes there will only 
be perhaps ten Presidents. Some opportunity: there’s a bett er chance 
of gett ing into the NBA. The ladder of success is not designed to let 
everyone climb it without knocking someone else off .

I don’t think that the world is going to be either saved or destroyed 
by any particular set of proposals as to how we should run our aff airs. 
Specifi c proposals are at too low a level. So are specifi c principles—
moral standards, economic principles. The ideas which stick around 
and have a long-term (if slow) eff ect are the system concepts (or what-
ever that level of conceptualization is). The question is always “What 
kind of world do I want to make and live in?” That question is even 
more important than “What kind of person do I want to be?” Living in 
a world of limited resources with other people who are just as autono-
mous as you are is a diffi  cult problem, an extremely complex problem. 
We will arrive at successive approximations to solutions by trying dif-
ferent solutions and seeing how they work. Gurus and saviors come 
and go; they leave their traces, and we choose which traces to retain. 
Blind variation, but selective retention.

My point is that when we think at the system-concept level, we are 
far more likely to be helping to provide a choice of viable futures than 
when we simply propose clever sets of principles and rules which look 
as if they might achieve some immediate semblance of order—even a 
New World Order.

Ed Ford: Bill said, “... when we think at the system-concept level, we 
are far more likely to be helping to provide a choice of viable futures 
than when we simply propose clever sets of principles and rules which 
look as if they might achieve some immediate semblance of order....”

I just don’t think you can separate the two levels. They have to be in 
sync with each other. You can think at the system-concept level, but 
ultimately that thinking has to be translated into some kind of trial and 
error process which tests the validity of the system-concept level. That 
means you have to set standards, then make choices based on those 
standards. I think the harmony within us—the real, continuous, long-
term, peaceful harmony—has to exist between the levels and within 
the individual levels. This harmony can exist to some extent even in 
trying times in the external world (Viktor Frankl’s Man’s Search for 
Meaning is an example). I agree that dealing only at one level doesn’t 
off er a “viable future.” The key is to maintain harmony throughout all 
levels as the system continually interacts with the environment within 
which it fi nds itself in order to satisfy the demands it makes on itself 
and the demands made upon it. As I work with clients (who oft en are 
locked into marriages, children, and/or jobs), I am trying to help them 
establish some peaceful order within their systems which will help 
them to fi nd as much peace as possible (if this is what they want) in a 
very trying and stressful environment or set of circumstances. Is there 
a set of system concepts (and subsequent and corresponding lower 
levels such as standards and choices) more effi  cient at achieving these 
goals than others? For me, I think so. That is my search. For others, my 
job is to help them search for what might help them. I have known too 
many people at peace in very confl icting situations (my wife’s han-
dling of eight children and her husband when the youngest was still a 
baby and the older ones where in their teens).

I see problems arising when people set very diff erent standards 
for the “same” system concept. The recent diff erences within the 
Presbyterian and Episcopal Churches are examples. Thus, the need 
to follow up on an established set of system concepts with standards 
which will make consequent choices refl ecting what is wanted. The ul-
timate test of a set of system concepts within a living control system is 
its ability to deal with the present and future environmental situation 
in which it fi nds itself and the subsequent sense of satisfaction (peace, 
harmony, whatever) which follows within that system. Ideas just have 
to be tested in the marketplace to determine their validity, that’s all. 
And to do that, standards will give specifi c direction for the choices we 
make. The ideal might be to have both internal and external harmony, 
unfortunately we don’t live in that kind of world.

Rick Marken: Ed says, “Is there a set of system concepts (and subse-
quent and corresponding lower levels such as standards and choices) 
more effi  cient at achieving these goals than others? For me, I think so. 
That is my search.”

The same set in all situations? For all people? If one takes the con-
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trol model seriously (as an approach to understanding human nature) 
then system concepts are perceptions set to particular values to main-
tain other variables at particular values. The model implies that even 
at the highest level of the control hierarchy, there is no absolute “right” 
set of references (absolute across people and environmental situations) 
which can achieve control.

The only possible variables which might qualify as “absolute” in 
the control model are the intrinsic variables—things like carbon di-
oxide and oxygen concentrations in blood and tissue, etc.—that must 
be at particular values or the physical system itself stops being able to 
function, and there is death. Looking for a best set of system concepts, 
principles, or whatever has been, in my opinion, the main cause of 
problems among humans. Aft er all, if there really were a best set of 
system concepts, then the only right thing to do would be to teach 
them to others. But there is always the annoying possibility that other 
people won’t buy into these concepts the way they should. This leads 
to ostracism, prejudice, and, of course, genocide. I think it’s bett er to 
look for the right model of systems—and forget about the right system 
concepts which systems should have.

Ed also said, “The ideal might be to have both internal and external 
harmony, unfortunately we don’t live in that kind of world.”

We certainly don’t, and we never will if the only test of a set of sys-
tem concepts is the extent to which they give the system the ability 
to deal with present and future situations (i.e., internal harmony). As 
Bill pointed out, there have been people with lots of internal harmony 
(as far as anyone could tell) who created enormous external confl ict. 
Slavery made it in the marketplace for years. System concepts, values, 
standards, and whatever have been changing over the years as the de-
mands of the marketplace have changed—human sacrifi ce used to be 
a very big item in the marketplace of values.

I think people are frightened to realize that system concepts, values, 
and standards are not absolute—never were, never will be—because 
they feel it means that things will quickly get out of control with no 
absolute, correct standards. The control model shows that this is pre-
cisely the opposite of the truth. Changes in these variables indicate that 
control is going on—and that the principles, standards, and values are 
simply part of the means of controlling some other variable—some-
thing we can name and experience, but not very easily describe—what 
we have been calling system concepts. But even system concepts can 
vary to control something even more basic. I argue that if these stan-
dards and values were absolute, then things would defi nitely be out of 
control. The “things” I mean are the things which are most basic (and 
elusive) about human nature. Again, I note that trying to keep your 
standards, values, principles, or whatever at one absolute level puts 

you as out of control of whatever is defi ned by those variables as if you 
decided to keep your hand in only one fi xed position while you are 
playing tennis. Variability of means is as important a part of control as 
is consistency of the ends.

Absolute (or fi xed) references at any level of the hierarchy mean the 
end of control and the beginning of intra- and/or interpersonal con-
fl ict. Maybe.

Joel Judd: Rick, replying to Ed, says, “If one takes the control model 
seriously (as an approach to understanding human nature) then sys-
tem concepts are perceptions set to particular values to maintain other 
variables at particular values. The model implies that even at the high-
est level of the control hierarchy, there is no absolute “right” set of ref-
erences... I think it’s bett er to look for the right model of systems—and 
forget about the right system concepts which systems should have.”

I keep wondering if I’m thinking about system concepts in the same 
way others are. “Mechanistically,” I can see how there wouldn’t be a 
specifi c, unchanging value for every level in each control system. But 
by the time you reach higher levels, the very reference itself, while we 
give it a name, is “variable,” isn’t it? I mean I could argue that a certain 
defi nition of “family’ (e.g., mother and father and children) is the best. 
But of course, every single instance of family would not be exactly the 
same. In one, both parents might work; in another, only the father. 
One might have three children; another six. But a “family” of mother, 
father, and children could be the “best” social organization for having 
and raising kids, continuing the species, whatever. A single parent is 
not. Orphanages are not. Living with your aunt is not. That doesn’t 
mean those things don’t happen. At intrinsic levels, you can say that 
certain oxygen levels are best (even necessary). At higher levels, why 
can’t you say similar things? The diff erence is in the variability (de-
grees of freedom?) allowed by something like “integrity.” The things 
I do and say are going to be diff erent than the things you do and say, 
but wouldn’t you rather deal with someone who has integrity than 
someone who is untrustworthy? Is this idea of greater latitude as one 
goes up levels accurate? Is there a bett er terminology for it?

Just because humans can’t always do things right doesn’t mean there 
isn’t a right way to do things (with the individual variability alluded 
to above).

Rick again: “I think people are frightened to realize that system con-
cepts, values, and standards are not absolute—never were, never will 
be—because they feel it means that things will quickly get out of con-
trol with no absolute, correct standards.”

It’s the meaning of that word absolute which I’m asking about. Rick’s 
comments remind me of some comments made by a visiting behavior-
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ist. The seminar was on education, and he was asked about his views 
regarding the model he used. Some of these questions led into aspects 
of curriculum decision-making. Whenever this happened, he defl ected 
the questions by saying something like, “That’s a political question. I 
leave those decisions up to parents, school administrators, politicians. 
If you want to ask me, as a person, I think I can give an answer. But my 
[behaviorist] model simply describes/explains learning, decision-mak-
ing, whatever. It doesn’t imply what learning, decisions, etc., would be 
‘good’ or ‘best!”

That’s the kind of message I get sometimes from this discussion. I can 
understand it. But I have to wonder at what point (and others might 
say “if ever”) we allow those “political” questions back in. Much of 
the att raction for me of control theory is the implication that there is 
reason to argue for bett er ways of doing things. Bill Powers mentioned 
once that this starts to leave the realm of modeling, inasmuch as what a 
system concept is isn’t necessary to an understanding of how that level 
and others might work. But people in counseling, law, education, etc. 
have to work with real systems every day. That teacher is deciding the 
right thing to learn, as well as the right way to do it. What kind of help 
do we provide them with?

Bill Powers: Joel, the “variable” aspect of a system-concept percep-
tion, as I’ve imagined it, is simply the degree to which the perceived 
situation (principles, programs, etc.) qualifi es as an example of the 
given system concept. In other words, I assume the “pandemonium” 
model, in which there are various system-concept recognizers all work-
ing in parallel, and they all receive lower-order information. They all 
respond to some degree by producing perceptual signals, but some 
hardly respond at all, while others respond maximally. The alternative 
would be to say that there is one system-concept recognizer, which re-
sponds to inputs by producing a perceptual signal somehow encoded 
to indicate the presence of one system concept or another one—but 
only one at a time.

I think the fi rst model, although probably too simplistic, is closer 
to the way real perception works. I can say that a strange animal is a 
litt le like an elephant and a litt le like a snake, but perhaps more like 
an aardvark. What I can’t do is say it is like some animal I have never 
seen. I don’t perceive a single thing which is somewhere on the scale 
going aardvard... snake... elephant. I have to fi gure out what it is by 
looking at simultaneous responses from a number of recognizers, each 
set to recognize something I’ve experienced oft en enough before to 
recognize again. Same for system concepts: I can say that a particular 
parent-society-child system is a litt le like a nuclear family, more like 
an extended family, and very litt le like a state-controlled family (take 

them away at age 5 and raise them in an institution). I don’t see a given 
family arrangement as a single point on a scale of diff erent kinds of 
family arrangements.

Just what makes these diff erent perceptions diff erent can’t be seen at 
the system-concept level. You have to look at the diff erent principles 
employed, the diff erent strategies of rearing, and so on down the lev-
els. The hierarchical model does with levels what the multipurpose 
single-signal model does with a lot of internal complexity and memo-
ry in a single system—less informatively, I think.

So the kind of system concept is fi xed in any one control system at the 
system-concept level. What is variable is the degree to which a given 
environment exemplifi es that system concept (this agrees, I think, with 
your proposal). This means that we judge the environment at this level 
in terms of several, even many, diff erent system concepts, all at the 
same time, in parallel.

The reference signal can be a constant. If you want to see a “nuclear 
family,” you choose the degree to which this perception is to be sensed. 
Do you want a “pure” nuclear family which excludes teachers, friends, 
honorary uncles, and so on? Or is some degree of nuclearity less than 
the maximum more preferable?

In general, diff erent system concepts can be derived from overlap-
ping subsets of principles. For example, in the nuclear, extended, and 
state-controlled families, one principle in common might be that of 
keeping the child safe; another might be that of educating the child; 
another might be that of giving the child a sense of success and ap-
proval. Other principles might not be shared: giving the child a strong 
sense of self; providing experiences of equal love and trust with many 
adults; teaching the child to subordinate self to society. Various prin-
ciples are chosen to be consistent with each other under a particular 
system concept; diff erent system concepts are built from diff erent sub-
sets of the principles one knows how to perceive.

Contrary to what Ed Ford said a few posts ago, I don’t believe that 
we choose a system concept in order to promote principles. That would 
make principles into a higher level than system concepts. I think we 
select principles so as to fi t a given system concept. Of course we en-
tertain more than one system concept, and the ones we choose to de-
fend can easily require selecting contradictory principles. Christian 
businessmen have problems like this all the time, whether they ever 
refl ect on the contradictions or not. I go along with Ed to the extent of 
saying that we have to revise our system concepts to eliminate such 
contradictions, but we do so to eliminate confl ict, not to preserve any 
particular principles.

Joel, you say, “... wouldn’t you rather deal with someone who has 
integrity than one who is untrustworthy?” I don’t think that words 
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like “integrity” and “trustworthy” can serve as system concepts. They 
have to do with principles which are necessary to make system con-
cepts (particular social ones) work, but they say nothing about the 
system concept itself under which they are applied. Hitler wanted 
trustworthy aides to be in charge of gett ing rid of the Jews. The inter-
rogators of the Spanish Inquisition might well have shown integrity 
in not pretending to have obtained a confession which was not actu-
ally obtained before the subject died. No matt er whom you ask about 
system concepts, you will fi nd those concepts defended in terms of 
uniformly noble principles, principles which most people would agree 
with. For a long time, the United States government hesitated to ex-
tend the right to vote to black people, for fear of violating states’ rights 
and overextending the reach of the central government. Opponents 
of gun control do not argue that they should have the right to shoot 
anyone they please; they talk about the Constitution, a man’s right to 
defend his home, the need to retain the ability to resist dictatorships, 
the right of self-defense. They cite all the principles that people with 
other system concepts are likely to share, thus making it diffi  cult for 
others to say that the NRA is wrong about something.

People are prett y fuzzy about system concepts; they get them mixed 
up with principles and oft en get the order reversed, as if the principles 
were more important than the system which makes sense of them and 
selects them. When people come right out and describe their real sys-
tem concepts (“This is a white Christian nation”), they tend to leave 
their opponents discombobulated—it’s hard to say what you don’t 
like about that (if you’re white and Christian), other than that you just 
don’t like it.

System concepts aren’t justifi ed by principles; they determine what 
principles you will employ. I think we sense that when we come across 
a bigot. The bigot’s problem, from our point of view, is in the basic 
premise. You can’t argue anyone out of a basic premise because it isn’t 
controlled by something at a higher level (as far as I know). A sys-
tem concept is part of a world view, and world views are very hard to 
budge. They determine what looks like Truth and Right to you. So ev-
eryone, even the KKK, thinks that Truth and Right are their property. 
We say they’re doing Bad things; they say they’re doing Good things. 
They even quote from the same Bible.

Principles of justice, honesty, and faithfulness are not suffi  cient to 
defi ne a “good” system concept. They can be subordinated to concepts 
we might approve of, and to others we would abhor. And what “we” 
means depends on which patch of earth you happen to occupy, an ac-
cident of birth.

So what is the right system concept? I agree with Rick. There isn’t 
one which can be proven objectively right. If human beings don’t 

know the right one, then nobody does. The rest of the universe is not 
designed to “know” anything. And I don’t think that anyone right 
now is in a position to say which one or ones are empirically right. 
The whole picture is just too muddled; as I say, few people even dis-
cern a diff erence between principles and system concepts. Before any 
concerted eff ort to revise and improve our system concepts can be 
made, people have to acquire at least some notion of when they are 
talking about system concepts and when they are talking about the 
means of implementing them.

Religion has preserved an interest in questions like these which sci-
ence abandoned long ago. So I’m glad that religion is still around. I can 
even see merit in some of the system concepts implicit in various reli-
gious beliefs. Love thy neighbor is a prett y good principle, especially if 
the neighbor is me. I’m even willing to take it on as my own principle, 
within reason, because it seems to fi t with a workable system concept 
of a society of human beings. But I don’t think it’s going to do anyone 
much good if it’s taken as a command from God. If you take it that 
way, you will never try to work out why it’s a good idea to love your 
neighbor. So you’ll never grasp the system concept within which this 
principle makes sense. You might even conclude that in order to love 
your neighbor, you had bett er stay in the right neighborhood and not 
let inferior unlovable people move next door.

Rick Marken: Joel, Bill Powers said much of what I would have said 
in reply to you—only bett er. So I will just make some general observa-
tions.

My reluctance to recommend specifi c reference levels for system con-
cepts, principles, programs, etc. as being the ones which people should 
control for is not based on “political considerations.” It is due to my 
current understanding of human nature, which leads me to believe 
that they do not exist. The “right” reference level for any controlled 
variable depends on 1) the context of disturbances in which higher-
order variables are being controlled (and in which those variables are 
among the means used to control other variables), and 2) the context of 
other variables being controlled by the system.

Claiming that some principles are bett er than others is as meaning-
less as saying that some postures are bett er than others. (By the way, 
this can all be made more tangible by watching the behavior of my 
spreadsheet hierarchy. It really helps you get a picture of how a mul-
tilevel hierarchy of control systems, with many systems at each level, 
works. The behavior of the model is really quite amazing.)

It is possible, in principle, to say things about the result of controlling 
a variable at a particular level in a particular context. For example, I 
could say, “If you take a step forward when you are standing on a cliff , 
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you will fall.” Does this mean it is now possible to say, “Never take a 
step when standing next to a cliff ”? Of course not, because the person 
might want to fall off  the cliff —like the divers in Acapulco. Saying you 
know the “right” references for system concepts, principles, etc. pre-
sumes that you know everything about a person’s entire hierarchy of 
goals and, more importantly, the current and future state of the world 
in which they live. I don’t think anyone imagines that such knowledge 
will ever be possible, even in principle. So, the hierarchical control 
model implies that it is only the system itself, not anyone outside it, 
which can determine the right sett ing for all of the perceptual inputs 
it is controlling.

I suggest that this implication of the control model is one reason 
people will always fi nd it hard to accept (just as the implications of 
the evolutionary model make it hard to accept). People (well, most of 
them) seem to want nice rules to live by. And they have them—in the 
reference signals to the program level from the principle level of their 
own hierarchy (I see rules like “thou shalt not kill” as programs, the 
particular instances of which are selected to instantiate principles, like 
“life is to be valued”). But people tend to imagine that these references 
for principles come from “out there”—and they do, with respect to the 
lower levels of one’s own hierarchy. Moreover, people tend to think of 
them as “right”—because they are right for that person. But somehow 
people go on to assume that these references for principles must be 
right for others too. Part of this results from the fact that most people 
understand that they must cooperate with one another to some extent 
in order to succeed individually. So there is always the fear that if ev-
eryone sets their own references for system concepts, principles, etc. 
there would be chaos—everyone would run around killing each other 
and stealing stuff . There is no question that people must agree on some 
high-level variables which “must be” kept at certain levels, or coop-
eration will fail. But that’s the problem control theorists are talking 
about, and there is no magic solution to, the problem, no set of clever 
rules from on high which will result in everyone gett ing along. People 
have done prett y well at cooperating for quite some time. The control 
theorist has “faith” that an understanding of what kinds of variables 
people control and why they control these variables could lead to ap-
proaches to personal and interpersonal interaction which will produce 
bett er results from everyone. But I am sure that solutions can only be 
defi ned from the point of view of the participants themselves, who are 
living in an ever-changing environment.

So I am sure that improvements in personal and interpersonal con-
trol will not result from the discovery of the “right way to behave.” I’m 
afraid it’s a bit more complex than that—whether we like it or not.

Ed Ford: Rick says: “Looking for the best set of system concepts, prin-
ciples, or whatever has been, in my opinion, the main cause of prob-
lems among humans. Aft er all, if there really were a best set of system 
concepts, then the only right thing to do would be to teach them to 
others. But there is always the annoying possibility that other people 
won’t buy into these concepts the way they should. This leads to ostra-
cism, prejudice, and, of course, genocide.... System concepts, values, 
standards, and whatever have been changing over the years as the de-
mands of the marketplace have changed....”

I don’t believe people are any diff erent today than they were 200 or 
2000 years ago. I don’t think the demands of the marketplace change 
people, I think people themselves create their own demands and are 
responsible for them.

But to the heart of the problem: I spend most of my time counseling 
others and working as a consultant in various social service facilities, 
especially treatment centers and schools. I’ve been married 41 years, 
I’ve raised eight children, and I work with couples and families who 
are trying to establish or restore harmony in their lives. My total expe-
rience leads me to believe that there are certain values and standards 
from which people make choices, and upon which people base their 
lives, which provide them with a great deal of peace within their fam-
ily and within the community in which they live.

I use control theory ideas daily with my clients to help them refl ect 
on their created system concepts, standards, and choices. I don’t ask 
people to buy into my concepts. Frankly, most people really don’t care 
what I believe, but whether I can teach them how to rebuild their own 
lives.

I teach them to refl ect on what their present values are and how they 
have prioritized them, on whether their standards refl ect their values, 
and on the current choices they are making. I deal solely with their 
internal living control systems. My system concepts are not dealt with. 
Their values represent their present blueprint for how they believe 
their lives should be lived. Rick also says, “So, the hierarchical control 
model implies that it is only the system itself, not anyone outside it, 
which can determine the right sett ing for all of the perceptual inputs 
it is controlling.” I couldn’t agree more. Anyone who tells people they 
are wrong, tries to convince them to do such-and-such, tries to make 
them follow certain external rules, etc. is doing irreparable harm.

However, if their lives are not going well, and there is confl ict within 
their systems, then my job is to teach them how to review and then 
evaluate their system in light of their own hierarchy. I don’t believe it 
is possible to force my ideas on anyone (anyone with children should 
know that). For example, a man might be having an aff air (program 
level) and have a belief system which says it is wrong (principles level). 
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He has put himself into confl ict. Or, I had a man who was trying to 
work at his marriage, and his wife’s priorities were work, alone time, 
children, husband, in that order. Guess what happened to that mar-
riage? Rick, theorizing is one thing, but taking control theory into the 
marketplace and trying to apply it there is quite another thing. And 
what does that involve? I think it involves teaching clients how to deal 
more effi  ciently with their systems as they presently have created them 
so the confl ict from which they are suff ering can be reduced.

Rick, you quoted me as saying, “Is there a set of system concepts... 
more effi  cient at achieving these goals than others? For me, I think so. 
That is my search.” I am not talking about my specifi c religious con-
victions, nor am I trying to force anyone to conform to my specifi c re-
ligious beliefs. I am talking about the system concepts, the values and 
beliefs, the priorities, the standards, and the choices of the hundreds 
of people I see yearly and whose lives are a mess. They are looking for 
help. I believe from my experience of working with families and indi-
viduals over the past 25 years that there are certain principles which 
work much bett er than others. I don’t force my specifi c values on oth-
ers. My experience with others shows me which values seem to work 
at restoring harmony, and which don’t. I watch people struggle, and I 
teach them how to rebuild their lives. From this experience, I can only 
say this: you bet your sweet life there are values which really work 
well—such values as respect for one’s spouse, seeing value in one’s 
children, having respect for the integrity and worth of another human 
being (read: living control system). What I do is to teach clients to eval-
uate whether the implementation of their concepts and principles is 
gett ing them what they want (peace, happiness, whatever).

Last night a woman called me asking for help on dealing with her 
husband whom she had just learned was having an aff air. Ultimately, 
her husband is going to have to come to terms with his system con-
cepts, his standards, his choices, and all those things with which all of 
us have to deal. That’s what I am talking about when I say there are 
certain values which seem to be universal, which work well for most 
people. I’m not on a crusade to get Rick to conform to my standards, 
I’m just trying to fi gure out how to help those in need more effi  ciently 
by using control theory, and, in the process, look for universally ac-
cepted standards.

Bill Powers says, “Contrary to what Ed Ford said a few posts ago, 
I don’t believe that we choose a system concept in order to promote 
principles.” If I said that, I was certainly wrong. I’ve always felt that 
principles should refl ect the higher order. But, when we are building 
an understanding of a system concept, don’t we move from a lower to 
a higher order?

Bruce Nevin: Part of my checkered career has included a two-year 
training program in family therapy. My perspective there has been 
that family systems appear to be living organisms. Probably it is best 
to phrase this in terms of the unconscious participation of individuals 
in family processes which continually recreate and sustain the family 
system. The actions which are matt ers of conscious individual choice 
pertain to the individuality of family members; the actions and inac-
tions making up the fabric of “being a member” and the fabric of that 
of which one is a member involve distinctions which don’t make any 
conscious diff erence to the ordinary individual (dialect, body lan-
guage, posture, voice qualities). I have slipped here from family to 
broader constructs of social class, community, ethnos, and culture, so 
let me explicitly say that I believe we as individuals participate in the 
same sorts of processes continually to reconstruct and sustain our so-
cial reality in all its aspects.

The point is that this participation is out of conscious awareness, 
except for individuals specially trained or adapted to control some 
aspects of these processes consciously, such as salesmen, politicians, 
and actors. As Gregory Bateson pointed out, this is why we distrust 
salesmen, actors, and such. He was referring specifi cally to how the 
body language expressing a given interpersonal relationship cannot be 
subject to conscious control without thereby losing its ability to convey 
that relationship sincerely.

This sets up a dilemma for study of higher levels of control. Ask a fi sh 
about water. You can experimentally ask the neuron or the muscle what 
it is controlling, because the neuron or the muscle is not itself framing 
the experiment. But in asking about perceptions controlled by yourself, 
the experimenter, or by your peers, fellow humans, you require aware-
ness of diff erences-which-make-a-diff erence of which you must not be 
aware if you are to continue to control them appropriately.

In family therapy, the perspective is to prescribe actions to the indi-
vidual family members which don’t make sense to them as individu-
als, or which might seem paradoxical, because the only way you can 
address the family system as patient is through the individual mem-
bers of that system. As a family, they understand and learn, even while 
to them as individual persons the prescriptions continue not to make 
sense, except that their relations and communications with one anoth-
er improve. Something of this addressing of human systems through 
their constituent members is, I think, required for experimental work 
with higher levels.

The following survives from a dialog in another context about the 
virtue of competitiveness. My interlocutor challengingly asked how 
there could be any success in the world without competition and with-
out the dynamic of victor and vanquished. I off er it as a contribution 
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to the discussion of the evaluation of values and system concepts. In 
my view, the root of ethics is this: that which tends to unity is prefer-
able to that which disintegrates—a dictum to be interpreted in terms 
of systems and levels if it is to be sensible.

Some of this is preaching to the choir in this forum, but the informa-
tion about anthropology and Ruth Benedict’s work is, I think, news 
here.

The Hopi don’t fi ght, they have lost surprisingly litt le of their re-
sources given the vicious history of their territory, and the members 
of their communities are not suff ering in any obvious ways because 
of their pacifi sm. They don’t kill because it is obvious that it is not an 
appropriate thing to do, as you would not eat feces.

Judgment is a tricky matt er. There can be no judgment without a 
point of view. There can be no “objectivity.” But taking a point of view 
imposes a perspective in light of which some things appear more fa-
vorable, others less. The usual way of approximating objectivity is a 
process of consensus. You have your perspective, I have mine. If by re-
ciprocal explorations we discover some commonalities, they are more 
likely to be “true” than points on which we disagree. To accomplish 
this, one’s own perspective must become an object open to inspection 
and potential falsifi cation, on an equal footing with the perspectives 
taken by other participants. Something of this is what is called scien-
tifi c method, honored, alas, more by verbalism than by practice.

Evaluation of cultural diff erences is especially tricky. It is extremely 
diffi  cult to bring one’s own cultural perspective to a conscious level, 
where it is open to inspection and potential “falsifi cation” on an equal 
footing with other cultural perspectives. It requires enormous eff ort, 
and that eff ort, in my experience, can only be mounted if one is mo-
tivated by a commensurately enormous desire for a greater grasp of 
truth, at whatever cost.

The costs are great, partly because co-members of one’s own cul-
ture might not take this distancing and “objectifi cation” of the givens 
of their world lightly or even kindly, but mostly because it bucks the 
stream of one’s own desire, as a mammal, to belong, to be in proper re-
lation with one’s peers. All mammals share this very deep requirement 
for relationship. (I refer you here to some of Bateson’s writings on the 
cybernetics of human and cetacean social systems, for starters.)

If you really want answers to your questions—can there be success 
without competition, what metrics for success can there be other than 
dominance over one’s peers—I suggest you become acquainted with 
some of the varieties of culture and begin the struggle to understand, 
fi rst that alternative perspectives are possible, then, beyond that, per-
haps that they can have genuine validity, and maybe even that the al-
ternative perspectives are not in competition: one does not have to be 

proven “best.” (Note that this judgment of “best” cannot possibly be 
bestowed without fi rst taking a point of view, and that amounts to a 
pre-judgment that one’s point-of-view-for-the-sake-of-judgment is in 
fact the best. One might believe that this “neutral” point of view is in 
some way set apart from the set of perspectives being adjudicated, but 
that is only the gesture which cements the prejudice.)

What one can achieve is not “objectivity” (one of the illusions 
spawned by the conviction that one is/has an independent, separated 
ego), but rather the ability to recognize ambiguity and work construc-
tively with it. Think of the now-familiar gestalt-shift  images, like the 
black vase which turns into a pair of white faces nose to nose and then 
back into faces, or a 3-D drawing of a cube, or Escher’s work. A useful 
initial hypothesis is that everything is ambiguous, that is, capable of 
alternative interpretations from alternative perspectives.

The place to start is becoming bett er acquainted with the work of 
those who have tried to understand other cultures, workers in anthro-
pology for the most part, in subfi elds like ethnology and the ethnogra-
phy of speaking.

What might an alternative metric for the relative “goodness” of dif-
ferent cultures look like? We have to clear some confusions out of the 
way fi rst. Recall that the unit of survival in biological evolution is not 
the individual, but, minimally, the mating pair. Among mammals, sur-
vival of a more extended group is the focus. (The mammalian empha-
sis on relationship I noted earlier is both an outcome and a contributor 
to this—what the Buddhists call mutual causation.) “Survival of the 
fi tt est” very defi nitely does not reduce to survival of the fi tt est indi-
vidual. Indeed, individual fi tness as measured by likelihood of mating 
with progeny which survive is well correlated with the individual’s 
contribution to survival of the extended social group which provides 
a matrix supporting survival of the mating pair plus progeny. Darwin 
emphasizes in his Origin the importance of cooperation as being at 
least as important as competition, probably more important.

Nonetheless, “social Darwinism” followed the publication of the 
Origin essentially as justifi cation for conservative social and political 
agendas which included racism and sexism as unexamined tenets, as 
justifi cation for destruction and forcible assimilation of “primitive” 
peoples for their own good. When most of us hear the expression 
“survival of the fi tt est,” we assume this social and political analogy 
to an erroneous view of nature, “red of tooth and claw.” Survivors of 
abusive parenting, in particular, have a strong emotional att achment 
to this perspective as a means of reconciling hatred and rage at their 
abusers with the ineluctable love of parents and family which comes 
with the package when you are born as a mammal.

Again: what might an alternative metric for the relative “goodness” 
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of diff erent cultures look like?
In 1941, the anthropologist Ruth Benedict gave a series of lectures 

calling att ention to the correlation between social structure and charac-
ter structure, especially aggressiveness. She compared cultures for their 
diff ering capacities to support or humiliate the individual, to render the 
individual secure or anxious, or to minimize or maximize aggression. 
She borrowed the term “synergy” (independently of the somewhat di-
vergent borrowing by R. Buckminster Fuller) from medicine, where it 
had long referred to combined action. (See “Synergy: Some Notes of 
Ruth Benedict,” American Anthropologist 72,1970, 320-333.)

It is clear that U.S. culture, like many of its most infl uential tributary 
cultures, is toward the low end of the synergy spectrum (though not so 
low as the aptly named Ik, whose dreadful degeneracy was document-
ed by Turnbull). For us, self-interest is clearly opposed to altruism, 
and accounts of cultural realities for which these notions are so closely 
identifi ed that there can be no distinct vocabulary for them strike many 
of us as the wishful thinking we might associate with fairy tales.

A simple example: Hopi and Navajo children do “poorly” in school 
in part because, e.g., when the teacher sends a group to the blackboard 
to do a math problem, with instructions to turn around when fi nished, 
they wait until all have fi nished and then turn around together. How 
can you grade on a curve when the aim of their game is to present a fl at 
profi le, and the only way they can do that within the schooling frame-
work is by the smart ones staying back with the slowest?

Through Benedict’s students (notably Herbert Marcuse), the term 
“synergy” has become an icon of the “human potential movement.” 
Most centrally what the human potential movement is about, I think, 
is bringing about, through change of individuals’ values and cybernet-
ic patt erns of evaluation and reaction, an amelioration of our culture 
toward greater synergy, a change increasingly seen as crucial for our 
collective (and therefore individual) survival.

People stuck deeply in being isolated react with deep distrust to ex-
ercises they see as “touchy-feely” (no matt er if there is no physical con-
tact between participants). The reason, I think, is that in a low-synergy 
culture, group membership is perceivable only in hierarchical terms, as 
subordination to superiors and dominance over inferiors. The expecta-
tion of abuse following vulnerability is too strong. That a high-synergy 
situation empowers you as an individual precisely through your partici-
pation in a team or other group is beyond comprehension.

We understand power, in our culture, only in terms of dominance 
and submission, and competition and violence are necessary conse-
quences of that low-synergy way of framing situations and events, not 
antecedent causes. Beating criminals into submission is both expression 
and reinforcement of a low-synergy frame of interpretation. But many 

people stuck in a low-synergy perspective take it as “obvious” that 
human character is not susceptible of change. Given that assumption, 
steps to remediation (of criminals, kids in schools, employees) appear 
to be patent nonsense. It is a bitt er and bleak reality which these folks 
project onto our shared situations and events. When by ruthlessness 
they have achieved positions of relative dominance, it is hard to keep 
clear of the same cognitive traps in dealing with them, harder still to be 
compassionate for their genuinely tragic plight, like the king in the old 
tale who went mad and insisted on living in the basement of his palace. 
(“Bett er the devil you know,” he said, “than possible ones you don’t.”)

But people are capable of sometimes radical change. Even those of 
us who are most stuck. Were this not so, I would be a sad and forlorn 
man today, were I alive at all.

Rick Marken: Ed Ford says, in answer to my claim that there are no 
“right” principles or systems concepts: “My total experience leads 
me to believe that there are certain values and standards from which 
people make choices, and upon which people base their lives, which 
provide them with a great deal of peace within their family and within 
the community in which they live.”

But are these always the same values and standards? Are you saying 
that only a particular set of values and standards leads to inner and 
community peace? If so, why keep them a secret? Why not tell what 
they are—for the sake of those people (probably nearly everybody) 
who seek those ends (inner and community peace).

Ed also says, “Rick, theorizing is one thing, but taking control the-
ory into the marketplace and trying to apply it there is quite another 
thing.”

I think we all live in the same “marketplace” (which I take as a syn-
onym for the “real world”). We all operate in the marketplace based 
on theories of how it works. You imply that my theorizing is not tested 
against the realities of dealing with adulterers, murderers, or whom-
ever it is you deal with whom you consider “the marketplace.” From 
my point of view, controlling a line on a screen is as real as control-
ling the number of extramarital aff airs one has. If the theory of control 
doesn’t apply to everything purposeful which people do—from con-
trolling lines to controlling crimes—then the theory must be fi xed to 
handle it. But I don’t believe that control theory is all well and good 
for understanding computer experiments, but inapplicable to the big 
mean world outside the lab. Your statement implies that there are very 
important phenomena which occur in your therapy sessions which 
control theory can’t handle. What are they?

Ed also says, “I’m not on a crusade to get Rick to conform to my 
standards....”
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I know. I don’t feel that you are. You wouldn’t need to, anyway—
most of the values you mention sound much like what I would think 
of as mine, also. The question is whether any particular values of any 
controlled variables can ever be considered absolutely right from a 
control-theory perspective. Variables (in theory) are always controlled 
in order to control other variables. The only absolute, fi xed references 
for variables in the model are intrinsic references—and those are refer-
ences for variables which refl ect the viability of the organism itself. I 
could accept the idea of “right” references for system-level variables 
(but not principles or anything lower used to control system-level vari-
ables) if you could convince me that a particular level of a system con-
cept is required for survival of the organism.

The principles you list could be seen as a refl ection of a system con-
cept which could be described as “belief that other humans have the 
right to control their own perceptual variables, as long as this does not 
deprive me of the ability to control my own perceptual variables.” I 
guess I agree that, when you take a group-survival perspective, there 
could be “right” references for non-physiological controlled vari-
ables—variables which don’t have to do with individual survival. But I 
do think that 1) these “right” references must be for variables at the top 
of the hierarchy (system concepts) and 2) the consequences of select-
ing “not-right” values of these references is not necessarily a problem 
for the systems adopting these “wrong” references. I think this is what 
we have in the so-called “psychopath” or “sociopath.” This is a person 
who is perfectly well-organized to control system concepts relative to 
references which are set at the “wrong” level. These individuals expe-
rience litt le internal confl ict—but create enormous external confl ict—
by pushing strongly and eff ectively against the variables which others 
are trying to control.

But remember, in order to keep perceptions of system concepts at 
the “right” levels, it will be necessary to vary references at the lower 
levels, and this means changing principles, if necessary. Bill Powers said 
it well: “I can even see merit in some of the system concepts implicit in 
various religious beliefs. Love thy neighbor is a prett y good principle, 
especially if the neighbor is me. I’m even willing to take it on as my own 
principle, within reason, because it seems to fi t with a workable sys-
tem concept of a society of human beings. But I don’t think it’s going to 
do anyone much good if it’s taken as a command from God. If you take 
it that way, you will never try to work out why it’s a good idea to love 
your neighbor. So you’ll never grasp the system concept within which 
this principle makes sense. You might even conclude that in order to 
love your neighbor, you had bett er stay in the right neighborhood and 
not let inferior unlovable people move next door.” The last part here 
is the important one—principles do vary in order to preserve system 

concepts. Look at what happened to some of the nicer principles (what 
I thought were the principles) of early Christianity; things like live a 
simple life, the meek shall inherit the earth, it’s easier for a rich man to 
get through the eye of a needle than through the gates of Heaven. Well, 
there were some system concepts which demanded some confl icting 
principles. We now live in a Christian, capitalist country where it’s a 
positive virtue to work hard to get rich.

If there really are certain system concepts which are bett er than oth-
ers (for group survival), then it might be helpful to try to articulate 
what they are, rather than claiming that certain principles (which are 
used to control these concepts) are absolutely correct. The latt er could 
prove problematic for individuals. I bet that most of us who are in this 
discussion are controlling for the same level of one very important sys-
tem concept—the “mutual respect” concept which I tried to articulate 
above. There are likely to be slight diff erences in the levels of certain 
principles which we all set in order to control that concept; for exam-
ple, I believe it is perfectly possible to control that system concept by 
controlling the principle “trust in the Lord thy God” at many diff erent 
reference levels. For whatever reason, the level at which I control that 
principle is diff erent than the level at which Ed or Joel (I think) controls 
it—but I bet we all end up perceiving about the same intended level of 
the “mutual respect” system concept.

Joel Judd: Rick says, “The question is whether any particular values of 
any controlled variables can ever be considered absolutely right from 
a control-theory perspective.” This is the point (I think). For a model 
of a control system, the answer is no. For a control system cum human 
being, I’m not so sure.

Rick again: “I could accept the idea of ‘right’ references for system-
level variables (but not principles or anything lower used to control 
system-level variables) if you could convince me that a particular level 
of a system concept is required for survival of the organism.” Isn’t there 
more to (human) existence than just surviving, though? The remarks 
about group existence which followed the above make sense. We are 
creatures of society, not individuals.

Rick: “But remember, in order to keep perceptions of system con-
cepts at the ‘right’ levels, it will be necessary to vary references at the 
lower levels, and this means changing principles, if necessary.” This is 
why I asked about “variability” with regard to system concepts, as 
well as the origins of system concepts, and their developmental time 
frame. I can see principles and other levels varying around unifi ed sys-
tem concepts.

Bill Powers says, “But I don’t think it’s going to do anyone much 
good if it’s taken as a command from God. If you take it that way, you 
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will never try to work out why it’s a good idea to love your neighbor. 
So you’ll never grasp the system concept within which this principle 
makes sense.” This sounds like one of the main objections to many 
religious practices: unquestioning compliance. As adults, we like to 
analyze (well, at least most of the cultures with which most of us are 
familiar do) the things we do. But for the unquestioning, naive, “suck-
ers,” and children among us, it would seem that principled action, 
generally directed by someone more mature, is one of the ways, if not 
the way, to develop system concepts. And so churches and schools and 
TV and friends and politicians and families all try to instill in us their 
standards.

Rick again: “If there really are certain system concepts which are 
bett er than others (for group survival), then it might be helpful to try 
to articulate what they are, rather than claiming that certain principles 
(which are used to control these concepts) are absolutely correct.” I 
think this would be fruitful, for two reasons. One, as I asked before, 
teachers and others are doing this all the time anyway; are we all sat-
isfi ed with such infl uences? How can this issue be addressed (if not 
providing specifi cs, then increased awareness of the mechanisms at 
work)? Two, it seems like these could provide testable hypotheses.

Bill Powers: Joel says, “As adults, we like to analyze (well, at least 
most of the cultures with which most of us are familiar do) the things 
we do. But for the unquestioning, naive, ‘suckers,’ and children among 
us, it would seem that principled action, generally directed by some-
one more mature, is one of the ways, if not the way, to develop sys-
tem concepts.” This, too, is the way in which “someone more mature” 
gains converts and exercises power, regardless of the merits of that 
someone’s system concepts. Someone has to take responsibility for 
what is taught. I don’t think that the development of one’s own system 
concepts is optional. Without them, principles are chosen at random 
or at the whim of any persuasive person. Autonomy requires not only 
that you have system concepts, but that you have the ability to modify 
them and acquire new ones which enhance your prospects for control-
ling what happens to you. Nobody else knows how a given system 
concept will interact with your other system concepts. The ultimate 
criterion for a “right” system concept is one which fi ts internally with 
all other system concepts, both directly and in terms of the required 
lower-level goals and actions. I believe that there are natural physical 
and logical constraints on which system concepts will prove best. In a 
society composed of autonomous control systems, only certain ways 
of living together will enable individuals to seek their own concep-
tions of the good without acting on other people in ways which frus-
trate that very seeking of the good. There’s a lot of latitude—it’s prob-

ably easier to talk of ways which don’t work and the reasons why they 
don’t work. Control theory gives us a prett y good idea of what those 
reasons are, particularly if we assume that people will normally try to 
reach agreement on system concepts (the most obvious way to avoid 
confl ict). Lying, for example, gives other people an incorrect picture of 
the eff ects of their actions (when they must rely on communication). A 
society which accepts lying under its system concepts will weaken or 
destroy everyone’s capacity to control cooperatively.

All of the deadly sins imply principles which, if allowed under a 
common system concept, destroy the organization endorsing them. 
The reasons are neither subtle nor complicated. All of the commonly 
recognized sins create confl ict with others, and others’ att empts to pre-
vail in their own processes of control will counteract one’s att empts to 
reach the misguided goal. From the greedy, it will be taken away. Who 
lives by the sword will die by the sword. Give Caesar what he wants, 
and he will stop bugging you. If someone compels you to walk one 
mile with him, go cheerfully and chatt ily for two miles, or however far 
it takes for him to be sick of your company and order you to go where 
you wanted to go in the fi rst place. All good control-system advice, for 
someone who understands the concept of a control system.

System concepts can, of course, be proposed and taught. But someone 
has to accept the proposal and the teaching, convert them into a real 
internal way of perceiving and acting, and test the result against direct 
experience to see if it actually works as advertised. Unfortunately, we 
can’t pass system concepts directly from one brain to another. What is 
understood is never, at fi rst, what is meant. As adults, we always begin 
with an organization which works under diff erent system concepts and 
controls diff erent perceptions. The new always hooks up to something 
familiar at fi rst. The greater the novelty of the new idea, the more un-
hooking has to be done; the more radically will the initial understand-
ing change before the learner fi nally feels the lightning bolt and says, 
“Oh, my God, is that what you meant?” (And answers, “Yes, of course 
it is.”) At that point, of course, it doesn’t matt er any more how the sys-
tem concept got in there. Or where you think it originated.

Ed Ford: Rick Marken asks, “... always the same values and standards? 
Are you saying that only a particular set of values and standards leads 
to inner and community peace?”

As I understand control theory, all concepts are created from lower-
level experiences. Since our individual experiences vary as we grow 
and continually create perceptions, when we create concepts, not only 
do we create them according to our own individual personal goals 
and from our own created memories, but we create similarly named 
concepts from a variety of diff ering experiences. Thus the problem of 
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trying to create a similar “understanding” of commonly understood 
system concepts. An additional problem is that when I att empt to de-
scribe my concepts at principles and program level, I assume that the 
thoughts I generate and the words which fl ow from me are going to be 
the same as those perceived and created in the receiving living control 
system. Obviously, they aren’t.

With this in mind, I address Rick’s question. I think there are values 
and standards which lead to individual and community peace. The 
problem is taking those system concepts and sett ing them to standards 
and criteria which are universally understood and applicable. I am 
not, I repeat, not talking about revealed truth. I am talking about my 
att empt to arrive at some system concepts, priorities, and standards 
from which actions can be taken such that people can live a more satis-
fying way. For example, my ideas of commitment and quality time as 
I’ve defi ned them seem to work well universally with couples and in 
parent-child relationships. The standards and criteria I’ve set seem to 
lead couples to an experience of intimacy which provides the kind of 
satisfaction which satisfi es their internal idea of happiness with anoth-
er. Thus, I’ve been able to help others achieve what seems to be a goal 
common among the variety of people with whom I work. Obviously, 
describing that experience is like your wife trying to explain to you 
what it is like to have a baby. To those who’ve had the experience, no 
explanation is necessary, to those who haven’t, or who can’t, no expla-
nation is possible.

A recent workshop participant told me, “Having read your books 
and listened to you speak, I get a certain sense of where you’re coming 
from.” And that’s my problem. It’s hard to describe a system of ideas 
(system-concept level) in lower-order terms and have it adequately 
understood, not because of the listener, but because of the way we’re 
designed, especially due to the variety of experiences (or lack of) we’ve 
had from which we have created similar words. “Love your neighbor” 
and “respect the rights of others” are great ideas. I shudder to think 
of the millions who have suff ered from the hands of those who have 
claimed to live by those ideals. But in my own way, if I can help people 
achieve a similar experience which brings lasting satisfaction, I think 
I have broken ground toward fi nding universally acceptable system 
concepts.

Rick says, “From my point of view, controlling a line on a screen is as 
real as controlling the number of extramarital aff airs one has.”

I agree that the theory is the same in both instances, but humans 
deal with each other primarily at the highest orders, and their purpose 
for controlling perceptions not only varies, but is far more diffi  cult to 
defi ne and understand, and a lot more complicated to deal with. I have 
found control theory and the perception of humans as living control 

systems to be the single most important tool for helping people deal 
with their confl icts and fi nding satisfaction in their lives. The strategies 
I’ve derived from this theory boggle my mind. In fact, I no longer see 
myself as a reality therapist. Reality therapy is only a small piece of 
the control-theory pie. As one teacher said aft er a two-day workshop, 
“Control theory gives the counselor such a broad understanding of 
the client. It gives me so many more options and allows me to explore 
so many more ways to help people deal with their problems.” It is 
hard for someone who doesn’t do what I do and isn’t faced with the 
complex human problems with which I deal (experiences) to perceive 
how control theory is so useful in the area in which I deal. And, I might 
add, it is hard for this social worker to understand the complex world 
of ideas and concepts with which you theorists deal.

I think the test for system concepts is the harmonious cooperation 
they provide, regardless of the environment (the last four words were 
added to deal with Bill’s concern about the application of the principle 
of loving thy neighbor).

The bott om line in all of this is that when you deal with system 
concepts, you are dealing with an area which, by its very nature, isn’t 
easily understood. The variety of experiences which defi ne this area 
vary from one living system to another. And how another’s system 
concepts are prioritized, how their standards and criteria defi ne their 
limits, and the variety of actions all make this an area which is easily 
confused and hard to deal with, much less understood. The best ex-
ample for those who are married is trying to understand one’s spouse. 
(I gave up trying to understand my spouse 17 years into my marriage 
and things improved remarkably. Now, aft er almost 41 years, I’m still 
very happy.)

Rick Marken: Ed, you’re right. I do have a continuing agenda with 
respect to any system concept—whether you call it a religion, a sci-
ence, or an att itude. That is falsifi ability. I think there is one thing which 
distinguishes the people I have admired in my life: the willingness to 
propose a brilliant (and usually unpleasant) thesis and the willingness 
to subject that thesis to test. I, personally, think that control theory (as 
articulated by Bill Powers) is such a theory. I (obviously) enthusiasti-
cally support that theory—and work hard to promulgate it and test it. 
But I am prepared to see it falsifi ed (in the sense that a bett er theory 
is needed to account for data that control theory, as presently articu-
lated, cannot handle). I don’t know any person, for whom religious 
theories are part of their understanding of the world, who is really 
willing to give up his or her theory based on evidence (whatever that 
might be; evolution seems like a prett y strong rejection of a large part 
of the Judeo-Christian model of genesis). I don’t mean to sound anti-
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religious; I’m just anti-dogma. And religion (usually; I can’t think of an 
exception off  hand) is institutionalized dogma.

Would Ed or Joel be willing to abandon, say, the theory of “tran-
substantiation” if it were proved to you (based on tests you or others 
adhering to this theory accepted as tests) that the predictions of this 
theory don’t pan out? That’s not what religion is about—I think.

I am a bit fed up with the idea that religious principles don’t con-
fl ict with principles derived from other system concepts. They do. That 
doesn’t mean that religious people aren’t nice people (oft en), but their 
litt le logic traps can be a real pain for the soft  of brain.

I don’t know what the best system concepts and principles might be 
(though I agree that we have to have tacit agreement on some to make 
it as a species, probably). But it’s time to admit that unfalsifi able beliefs 
are internal confl icts, and as such are “soft ware” cancers as deadly (for 
many hosts) as the hardware versions. I hope that grace will eventually 
be seen as the acceptance of the fact that you might be wrong (anyone—
myself heartily included).

Just one more litt le point. I believe that control theory, like evolution, 
treads in realms which were once the exclusive province of religion. I 
know that there have been (and are) good religious psychologists and 
neurophysiologists (MacKay, Sperry, and Eccles are examples). But my 
contention is that their religious preconceptions prevented them from 
making any really deep contributions to the fi eld. Their latt er days 
were spent rationalizing away the religious implications of their own 
work. Control theory, which gets really deep, is not (I argue) going to 
be taken very far by one who fi nds implications of the theory unten-
able—in principle.

Bill Powers: The question control theory should try to answer is what 
belief (fi rmly held or otherwise) is and how it works, not which belief (or 
non-belief) is best. It is the same sort of question which applies to control 
of limb position: what position control is and how it works, not whether 
we should use our arms to hit people or pat them on the back.

When people are controlling for the truth (high reference level) or 
falsity (low reference level) of any belief, they will resist disturbances 
which suggest a change in the level of that belief. If two people who 
maintain diff erent reference levels for the same belief try to alter each 
other’s perceptions in this regard, a confl ict results which is evident in 
their communications (if not in their face-to-face interactions).

Rick Marken: I’m sorry to have given some participants in this discus-
sion the impression that I was arguing for the superiority of control 
theory over other beliefs. Obviously, I did not make myself clear, or 
what I said was a disturbance to some of your beliefs (which is infor-

mative in itself about the nature of one’s own high-level control sys-
tems). I have no interest at all in proving that one belief is bett er than 
another—unless those beliefs are models and I can “prove” them by 
testing their predictions experimentally (where prove is an inductive 
test, not deductive proof).

What I was trying to get at is the question of whether people can re-
ally maintain apparently confl icting beliefs. Do the beliefs really con-
fl ict? I am also trying to probe around, testing which beliefs people are 
controlling for. I don’t care what those beliefs are (I only care what I 
believe, of course) but I am interested in trying to show that these be-
liefs are controlled variables.

These kinds of controlled variables are hard to study. We have not 
done much work on them. So I use CSGNet sometimes to play with 
ideas about these “high-level” controlled variables. The problem with 
this, of course, is that people have “strong feelings” about these beliefs. 
So it is hard to talk about them as just controlled variables. There is the 
perception that, when a person discusses a particular belief, he or she 
is trying to prove its merits. I do like falsifi ability; I don’t like religion. 
But that is me. I am not trying to convert anyone. My own belief in con-
trol theory makes me realize that my beliefs can only work for me—not 
for others. Unfortunately, beliefs (and everything else which is human) 
are part of the control model—and people have trouble treating these 
aspects of the model as just another set of controlled variables (like 
arm position).

One last point. I think that the control-theory model itself does have 
implications for certain belief systems. That’s just the way I see it. That 
does not mean that I think, therefore, that the control-theory model is 
superior to these beliefs. No one is forced to do or understand control 
theory. But I believe that, if one chooses to try to understand life in the 
context of the control-theory model, certain other beliefs are, indeed, 
impacted (I won’t say which or how in the hopes of staying out of 
trouble). But it’s like astronomy. If you want to play by that model, 
then you have to give up belief in, among other things, a fl at earth at 
the center of the solar system. Astronomy doesn’t prove that it is su-
perior to a belief in a fl at earth (under most circumstances), but if you 
accept the assumptions and rules of the model, then a belief in a fl at 
earth along with it is diffi  cult. Control theory does have implications 
for certain cherished beliefs about the nature of life, but that doesn’t 
prove that control theory is superior to those cherished beliefs. It de-
pends on what you want to control for.

Bill Powers: Control theory tells us that all rules, conventions, laws, and 
so on (by which people actually live) must, in order to be eff ective, exist 
as reference signals at the appropriate level inside each person. They do 
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not reside outside people, even when they are writt en down or present 
as physical constructions. They are not implemented by any mechanism 
outside individual human beings. There are no natural control systems 
outside the individual human being. Not even in a society.

At any given time, a society is made of adult members and of young 
people gett ing familiar with it. What they have to get familiar with is 
not some external structure, but the other people in it, and the way the 
other people construe and use those external structures. The adults 
teach the children by example and by explicit instruction how to use 
language, how to use a knife and fork or chopsticks, which side of 
the road to drive on, how to get money in an acceptable manner, and 
so on. Each adult teaches these things out of a single person’s under-
standing of them.

This teaching includes teaching what to perceive as well as the refer-
ence levels for the perceptions. If a child construes the world in some 
novel way, the adults will not see any sense in the child’s control ac-
tions. There will be both active and passive pressure to see the world 
in the conventional way and to learn to control conventional percep-
tions.

There are, however, variations from person to person. The child 
doesn’t get the same story from everyone. Also, children come up 
with novel ways of saying and doing things, and adults pick them up 
because they’re funny, insightful, and refreshing. The children don’t 
always get corrected. Sometimes they are allowed to introduce varia-
tions of their own. I still love “far out!”

All of this goes to show that there are no “social reference levels.” 
If there were, there would be control actions which always brought 
the social variables back to the same form. What happens instead is 
that all pressures to change the social forms are resisted (because they 
create errors in individual people), but at the same time the percep-
tions in individuals gradually change, and the reference levels chosen 
from among them also gradually change. In the long term, there is no 
resistance at all to social change; that is how we know that there are no 
external social control systems. There is inertia, but no control.

In the short term, people learn and retain ways of perceiving and 
controlling. Each person comes to an understanding of what is worth 
perceiving and what is worth controlling. The main teacher is confl ict. 
Confl ict frustrates control and causes a waste of energy. So people nat-
urally modify their own goals and perceptions to minimize confl ict 
with those around them. When they try to deviate too far from social 
norms, they create errors in many other people. Each other person, 
in opposing the disturbance, pushes back in some fashion against the 
deviant behavior. The deviant person feels the sum of a thousand mild 
resistances as if it were one powerful sanction against the change. A 

thousand points of light make a searchlight.
This is what creates the inertia. In order to minimize confl ict and 

maximize freedom to control, society-wide changes must always be 
gradual so that, in eff ect, everyone changes at once. No short-term 
deviation can escape what appears to be coordinated social pressure 
against the deviation. But the only coordination necessary to achieve 
this eff ect is that each person resist what that person perceives to be an 
error. This resistance does not even have to be exerted directly against 
an individual’s att empt to reach a goal. Others are aff ected only by 
side-eff ects of control behavior. All that is required is for one of those 
side-eff ects to disturb some variable which is important to another 
person.

To this natural appearance of coordination of opposition, we can 
add, of course, deliberate coordinations of opposition to deviants such 
as carried out by police forces, schools, and scientifi c disciplines (ap-
propriate word!). This more organized way of resisting deviations, 
however, works exactly the same way: one person at a time. There is 
simply a more conscious att empt to reach alignment of goals among 
the enforcers. The result is also a narrower defi nition of what amounts 
to a deviation. I suspect, too, that the time-scale of change is short-
ened rather than lengthened by this sort of deliberate coordination. 
The reason is that when people try to defi ne their goals very narrowly, 
and to resist strongly the slightest deviation from them, the att empted 
coordination is more likely to turn into dissension and eventually into 
fragmentation. Fanatics necessarily end up as loners.

Language can appear to be a thing, a universal force or rule, without 
actually being that. Of course the same argument applies to any appar-
ent social ordering infl uence which seems too long-lived to be associ-
ated with individuals. My argument is that individuals are entirely re-
sponsible for such things, but that in their need to avoid direct confl ict 
and in their natural resistance to disturbances, they seem to be under 
the control of something larger than themselves. In fact, they are: they 
have no choice but to go on being control systems.

Bruce Nevin: Bill, I have to say that, ideologically, I fi nd your position 
most congenial. I have been an anarchist for as long as I can remem-
ber. But the tendency to hypostatize the constructs we make of Family, 
Society, the State, etc. is pervasive, and not to be dismissed, I think, 
without plumbing its depths. And it is precisely those agreements we 
have no memory of making which are problematic for our coming to 
consensus.

I believe my response will use an analogy between the relations 
among people as control systems and the relations among control sys-
tems within people. The top level in both cases is reference values, and 
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it is the reference values which are socially inherited.
There is no forest, only the trees, eh? There is no society, only the 

people (control systems) in it... there is no person, only the control sys-
tems in him/her.... So long as we don’t shift  from one kind of thing 
(control systems) to another (neurons), you might be able to get away 
with this reductionism.

Rick Marken: Bill Powers says, “There are no natural control systems 
outside the individual human being. Not even in a society.” Except, of 
course, other people. But that was the whole point of his post. Social 
rules are the result of the mutual interaction of hierarchical control 
systems. Bill also says: “In the long term, there is no resistance at all 
to social change; that is how we know that there are no external so-
cial control systems. There is inertia, but no control.” A big question 
is whether the drift  in references and perceptions which we see hap-
pening historically is basically random or whether it is constrained, to 
some extent, by intrinsic references common to all people. My impres-
sion is that there are some general constraints on the inertial change in 
reference levels. I also think that technical developments have made 
certain directions of drift  more likely, as an accidental side-eff ect. 
Birth control pills and safe surgical procedures have surely made it 
easier for references to change regarding sexual mores, gender roles, 
and abortion. The resistance to these changes produced by other con-
trol systems is obvious. But, nevertheless, a drift  has occurred and, I 
think, will continue toward more “liberal” sexual and sex role refer-
ences (AIDS notwithstanding). And I think this change is being eased 
(or exacerbated, depending on your reference sett ing) by the technical 
developments. Of course, this is also producing more strenuous resis-
tance by those with “conventional” references. So maybe the “push” 
by these technological “lubricants” to change is off set by the eff orts of 
the control systems with conventional references.

I think there are “natural” disturbances which contribute to the diffi  -
culty of controlling relative to “deviant” references. For example, soci-
etal references regarding acceptable levels of sexual activity are surely 
enforced, in part, by the unpleasant consequences of adopting “devi-
ant” levels—i.e., you get venereal disease or become pregnant. To the 
extent that inventions like penicillin and the pill reduce the chances of 
such consequences, more people will be willing to test new references 
for sexual activity. They will still get resistance from the majority, but 
more and more of the new generations of control systems can try the 
new references with not only fewer natural consequences, but less re-
sistance from the fewer control systems around trying to defend the 
currently accepted references. So this might be the way technological 
change can “push” social references in new directions.

I guess that similar kinds of developments ease changes in references 
for language rules. Groups relying on writt en-language communica-
tion technologies will experience an “easing up” in certain directions 
of language-reference inertial change. Groups that rely on auditory 
language (street communication, TV, radio) should experience easing 
up in other directions. I think this is what we observe (though I think 
it would have been diffi  cult to predict). Certain usages seem to be ac-
cepted in auditory communications which are not accepted in writing. 
I argue that this is a simple example of a technology (writing) infl uenc-
ing the ease and direction of inertial reference drift .

My gosh, I think I just argued for a dynamic att ractor model of social 
rule drift . Yikes!

Ed Ford: Regarding Rick’s remarks: Having spent the last 25 years in 
a counseling offi  ce (among other places), I would say that presently 
there is emerging a growing change in references and a perception 
of “natural consequences” not anticipated by those seeking “liberal” 
sexual and sex-role references. The harsh reality is that all this new 
sexual activity has made creating satisfying relationships more and 
more diffi  cult. As one physician client remarked recently, “I hate deal-
ing with post-orgasmic depression.” It is my experience that humans 
learn more from their self-created internal confl icts, that is from the 
consequences (other than social pressures) of their att empts to control 
a desired perceptual variable to a set reference signal, than from hav-
ing to deal with social pressures (disturbances), whether from home, 
cultures, organizations, or whatever. Sexual activity involves one living 
control system dealing with another, but that specifi c activity involves 
only one very narrow and restricted aspect of our many relationships. 
Many are fi nding that kind of activity detracts from, rather than en-
hances, relationships. And there are many reference signals which go 
into making relationships. In human relationships, it is the value you 
see in others and their perception of value in you which brings the 
greatest enhancement. The question is: Are the reference signals we 
set for building relationships really bringing long-term satisfaction? 
My experience in working with young people is that there is a growing 
trend toward a more conservative view of sexual activity, in spite of all 
of the great scientifi c advances.

Perhaps what really pushes social references is whether they bring 
continuing satisfaction over a long period of time. Occasionally, cul-
tures test those references. Over the past 30 years, we seem to have 
done a lot of extensive testing in this country. Are we as a people a 
lot happier and more satisfi ed with our lives, and especially with our 
relationships, than we were 30 years ago?
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Bill Powers: To Bruce Nevin and Rick Marken, with an implied chal-
lenge to the social scientists.

Reductionism results when you ignore higher levels of organization: 
Bach spent his life drawing litt le slanting dashes or dots with vertical 
stems on pieces of lined paper. I’m not sure what the name would be 
for the sin of extrapolating a theory to the point where it turns into 
a metaphor: synthecism? Synectady (in New York)? Or argument by 
analogy?

The control systems inside a person consist of specialized input 
and output functions, with comparison processes variously achieved. 
These structures appear to exist independently at many levels in the 
brain. One of the levels organizes a person in an encompassing way 
we experience as being “a person” (and recognize in others through 
what we perceive of organization in them). Each person is a structure 
of interdependent systems and many levels.

In a society, there are no people who devote themselves to one level 
of function only, or to one specialized function in a single control sys-
tem. It is impossible for a person to behave in such a way and live. So 
the control hierarchy in a single person stops at the highest level in that 
person; there is no way to continue it to a higher level outside the per-
son. It probably continues downward through the biochemical rather 
than behavioral branch, however (starting roughly at the level of the 
hypothalamus), all the way to the inner working of the genome.

People have att empted to form societies organized as artifi cial con-
trol systems. As a society is envisioned by many people (including 
some in the White House), there are social mechanisms for monitoring 
the actions of individuals (informers, covert and overt investigative 
agencies, panels of experts, news media); comparison processes for de-
tecting deviant behavior (defi nitions of disease, insanity, torts, crimes, 
obligations, duties); and procedures for correcting deviant behavior 
(penalties prescribed by law for each wrong or crime and each omis-
sion of duty, treatments indicated for each deviant mental condition, 
illness, or incipient departure from health). This system is supposed to 
operate automatically because the specifi cations for all of its parts are 
writt en down—and fairly, because it is automatic and applies uniform-
ly to everyone for the benefi t of society as a whole. Like any control 
system, it is supposed to control through opposition to disturbances, 
the opposition adjusting from mild to overwhelming as befi ts the size 
of the disturbance.

This concept of a society is a natural mistake born of each person’s 
need to have control of the experienced world. This mistake has been 
made over and over. Some people have tried to devise utopias and 
anarchies to get away from the fl aws of the social-control design, with-
out remarkable success except perhaps on a very small and localized 

scale. But most people are persuaded that we need law and govern-
ment and medical treatment and the like: social control for the good 
of the many.

The greatest problem with this concept of an artifi cial social-control 
system is that it comes into direct confl ict with the basic nature of the 
individual, which is to control himself, herself, or (if living) itself. So 
each individual breaks the laws and fl outs the rules of health in small 
and large ways every day, and devises means of not gett ing caught. 
The voters vote for control of other people and against control of them-
selves. The powerful maneuver to obtain maximum freedom for them-
selves and minimum freedom for the rest (particularly for those who 
would also like some power). The wealthy try to free themselves from 
restrictions on how to spend what they have and how to accumulate 
more, and they try to set conditions to prevent others from taking back 
some of the wealth.

Each person wants to use this vast automatic machine as a means of 
controlling what happens to himself or herself. Thus, individual free-
dom is in constant confl ict with the social-control system which has 
been set up for the good of society. The greatest fl aw in this concept 
of an artifi cial social-control system is that it is not and cannot be au-
tomatic, running independently of any individual’s whim. In fact, it is 
run by individuals and is constantly subject to individual whims.

There is, in fact, no System. I said this in my 1973 book, and I still be-
lieve it. You can walk into any bureaucrat’s offi  ce, and all you will en-
counter is a person. When you stand before a judge, you do not stand 
before the law, but before a person who listens to you (and, too bad 
for you, others) and tries to make sense of everything in terms of what 
the judge remembers and understands and wants of the writt en law. 
A diff erent judge (or jury) will hear diff erently, understand diff erently, 
want diff erently—and decide diff erently. The clerk at the driver’s li-
cense desk can make it easy for you or endlessly diffi  cult. The county 
assessor can be reasonable or implacable. The System consists of peo-
ple, all of whom are diff erent. You will never encounter anything but 
the people and their individual wants and desires.

The worst nightmare of anyone who has grown up in a free society 
is to lose that freedom, that independence from external control. As 
examples of threats to freedom, to what do we point? To dictatorships, 
whether of the proletariat, the armed and dangerous, the religious, the 
politically ambitious, or the deranged. And what is a dictatorship? It is 
a system devised so as to exert social control exactly through the kind 
of automatic control machinery described above. What we fear most 
is law applied blindly and without regard to circumstances, by the 
book; force applied without regard to our wishes; goals imposed on us 
without our inner acceptance; duties demanded of us without consid-
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eration of what will satisfy us; loss of control over our very bodies, our 
very Selves, our very lives.

Even the freest nations in the world are still hanging onto the old 
forms, the old conviction that we need an automatic social-control sys-
tem which is not just human interaction but something larger, more 
protective, more powerful. Yet the freest nations are what they are 
precisely because the individual’s need for autonomy has prevailed 
to some degree over the very system which people are convinced is 
needed to protect their freedom—and which, in fact, might be needed 
to protect them against other people who would impose their rules 
even more strictly and thus go even more harshly against autonomy. 
But this is not where we are headed—toward the perfect social-control 
machine. We are headed inevitably toward something else. I can’t say 
what it will be—we have yet to work it out. Understanding that social-
control systems are illusions and threats to freedom is the fi rst step in 
working it out.

Rick Marken: Ed Ford says, “Perhaps what really pushes social refer-
ences is whether they bring continuing satisfaction over a long period 
of time.” He might be right. I was just suggesting that technologies 
might create a groove (“push” was probably the wrong word) mak-
ing it easier for certain references to change in one direction rather 
than another. I used the example of sexual activity not because I am 
in favor of a particular direction, but because it seems that there has 
been a change in the majority “reference” for, say, “women’s role in so-
ciety” which seems to have been made particularly feasible by certain 
technologies. Perhaps there are fairly universal “intrinsic references” 
which prevent the inertial drift  in references from straying too far. 
This seems like a reasonable possibility—societies have tried lots of 
diff erent sexual mores (references for sexual principles), but none that 
I know of sett led on an average norm which encouraged, say, incest 
(except among a select group of individuals, as in the royal families 
of Hawaii). So I am just suggesting that the “inertial reference drift ” 
discussed by Bill could tend in one direction rather than another at 
particular points in history as the accidental side-eff ect of the develop-
ment of certain tools. I think James Burke was making this point in his 
marvelously entertaining “Connections” series.

I do not believe that these technical developments act as some kind 
of “invisible hand” acting as a reference signal outside of people which 
specifi es how they should change. I believe, as Bill Powers said in his 
latest post, that the only references for how things “should” be in soci-
ety exist in the individual members of that society. Actually, this con-
cept once lost me a job. I was interviewed for a position with a law 
fi rm many years ago. I guess they wanted a psychologist as an expert 

witness or something. Anyway, one thing they asked was whether I 
believed that “companies” are entities in themselves or just the sum 
of the people that make them up. The goal was to see whether I be-
lieved that people (like the company presidents, vice-presidents, etc.) 
are liable when the policies of the company lead to harm. I said the lat-
ter—since “the company” is defi ned by the understandings, goals, and 
perceptions of its individual members—and never heard from them 
again.

Bruce Nevin: Bill, what you are resisting is a notion of suprapersonal 
control systems. But you don’t have to assert that to talk about struc-
tures of social convention.

I assert that language has structure which can be observed and stud-
ied not only in the outputs of language users (speech, writing), but 
more especially in the results of testing for what it is they are control-
ling for in their use of language. Assuredly, they can control for refer-
ence values of any kind only aft er having assimilated them into their 
own control systems. My only claim is that there is something there to 
be assimilated, pre-existent in the linguistic outputs of other language 
users and in their resistance to perceived error.

This structure is there because people cooperate to learn it, assimilate 
it as their own individually, and maintain it as their own collectively. 
By this last, I refer to the fact that control of language and dialect is one 
very important means by which people identify the membership or 
nonmembership of people in groups to which they refer as “us” and 
“them” and “we” and “you.”

Yes, this structure exists in the language-learner’s world of experience 
only by virtue of other people’s individual control of perceptions. I do 
not deny that. Nor do I assert that there is some suprapersonal control 
system governing it. I only assert that it is there. It is present not just in 
that individual who is currently teaching the child by precept and by 
example, but in a number of individuals on many occasions, so that the 
example is not isolated but rather is an example precisely of agreement 
and communal synchrony. Individual idiosyncrasies are also interest-
ing, and children learn from them, but it is the fact that they are shared 
and indeed must be shared to function which gives special appeal and 
importance to structures like those of language. The structural facts of 
a language are not rare, they are expectable and expected.

It is there not because some superordinate control system sets refer-
ence values to which individual people are compelled to conform, in 
the way a control system for a certain kinesthetic sequence must, if 
stimulated, control for repeated nodding of the head and cannot do 
otherwise. Such compulsion is inimical to our nature as autonomous 
control systems. The coordination among individuals must be a vol-
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untary agreement. We agree to refer to that blue, sometimes cloudy 
expanse above as “sky” and not as “aseH’la.” We do not remember 
having agreed to it, nor do we remember what must amount to many 
hundreds of thousands of other agreements by which we came to 
be persons recognizable as members of our families, various groups 
of friends and cohorts to which we have belonged, and other social 
groups and systems. Where with our fellows occasionally we perhaps 
forged new agreements, we did so by adapting what was already 
there, not by creating anew like the mythical Adam assigning names 
and att ributes in the Garden.

Nor do we feel free to undo such agreements. We could invent new 
words for things only at the expense of dismooring ourselves from 
the linguistic continent of English and all its inhabitants, and that, for 
a great many reasons, we choose not to do. Having made that greater 
choice, we fi nd ourselves not free with respect to the lesser ones which 
make it up. It is precisely so for the child learning the language. Given 
the commitment to participate in the ways of being human which are 
normal for his or her family and friends and community, it is as though 
all those others could reach in and set reference values within his or 
her control hierarchy for “sky” and myriad other matt ers of arbitrary 
but (crucially) shared convention. It is as though he or she actively of-
fers up these comparators within him or her to be set by others around 
him or her. He or she is alert for evidence of disturbance, acutely ob-
servant and mimetic, and during the early years of most active lan-
guage acquisition is quite amenable to explicit correction, especially 
by example.

In the process, over many, many generations of many, many people 
individually “avoiding direct confl ict and resisting disturbances,” they 
have collectively created structures which are not mere dissipative sys-
tems like a vortex or a sandpile, precisely because each participant (un-
like grains of sand) has agreed to participate and controls for participa-
tion. These systems of agreements, in various aspects of language and 
culture, are of great complexity, elegance, and beauty, and are most 
worthy of study and appreciation. As Sapir observed, they are like col-
lective works of art, which some individuals are more able to display 
and use than others, and which no individual holds entire. Through 
them, individuals not only make known to their fellows their member-
ship, but what their contribution in membership might be.

Control. theory provides a crucial moiety which has been missing 
from the study of what human beings are and do, but it still must be 
seen as incomplete, as intersecting another perspective. This other 
perspective is concerned with what human beings externalize among 
themselves for the sake of relationship with one another.

Bill fi rst said: (A) “Control theory tells us that all rules, conventions, 

laws, and so on (by which people actually live) must, in order to be 
eff ective, exist as reference signals at the appropriate level inside each 
person.” Then he said: (B) “They do not reside outside people, even 
when they’re writt en down or present as physical constructions. They 
are not implemented by any mechanism outside individual human 
beings. There are no natural control systems outside the individual 
human being. Not even in a society.” (B) does not follow from (A). It 
is simply asserted. I say: (C) They do reside outside people, because 
that is where people put them, and they are implemented not by any 
mechanism outside individual human beings but precisely by those 
individuals, as autonomous (not independent) control systems volun-
tarily conforming to them. They do this for the sake of cooperation 
with other human beings. They do it because if feels good to belong—
because there exist control systems which they have in common with 
all mammals (said Bateson) which control for relationship.

The study of these structures to which people agree to conform is 
not merely the study of behavioral outputs. Bill’s critique of stimulus-
response theories makes it clear that we can only learn about them by 
testing for control, and that is precisely what the techniques of linguis-
tics do. It does not present anything like a statistical average as “re-
sults,” because the objects and relations studied are precisely defi ned 
as reference values for individual control. It is diff erent from the study 
of control of, say, locomotion because people have placed arbitrary 
constraints on the degrees of freedom normally available for control. 
They have done this stylizing and conventionalizing so as to diff er-
entiate membership from non-membership, relationship in the social 
sense from relationship merely in the sense of physics. This range of 
choices is in, the rest is out.

These things have been abused as matt ers of coercion, and will be, 
but they are not inherently so. They can be matt ers of play and mutual 
enjoyment, and oft en are.

What is lacking for there to be suprapersonal control systems is a 
means for sett ing reference values from outside the person. The agree-
ments I mentioned above depend upon means for communicating or 
transmitt ing or advertising reference values, but the sett ing of these 
values is a matt er of voluntary (or coerced) choice in each individual.

As Camus put it, we are condemned to freedom. We act as though 
we don’t like our freedom; we seem to give it away as quickly as pos-
sible. For the most part, we do so for the sake of participating with 
others in some unity larger than any of its participants. As we grow, 
we become more discriminating.

Rick Marken: OK, Bruce, language structure might be a controlled 
variable. But that controlled variable cannot be seen just by looking 
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at the language. That’s the essential point. It might be “out there”—
but there are many possible structures out there. The goal is to fi nd 
out what people are controlling. So looking for structure in the lan-
guage itself is like looking for “aff ordances” in the environment or for 
the “reinforcing” properties of food. You might perceive interesting 
structures in language, but they are likely to be side-eff ects of what 
the language user is actually controlling for, just as the three-dimen-
sional movement of the E. coli bacterium is a side-eff ect of its control 
of a unidimensional quantity (E. coli cannot perceive in more than one 
dimension).

Bill Powers: Bruce, I said that control systems (other than the class of 
devices called servomechanisms—artifi cial control systems) do not re-
side outside people. You say: “They do reside outside people, because 
that is where people put them...” Give me an example of putt ing a 
(social) control system outside of people, and tell me where all of the 
functions and signals are. Or let’s make it easier: just describe the com-
parator to me. (I cheat. This means you have to describe the perceptual 
signal, the reference signal, and the error signal, too.)

What comes in through the senses? Not reference signals, but per-
ceptions. Perceptions are reports on the (purported) current state of af-
fairs. They are not prescriptive. Aha, says the perceptual system, I dis-
cern that this car with me in it is headed toward a tree. The reference 
signals, oblivious to the current situation, say that the car is centered 
in its lane. The comparators in the brain must take in the reference 
signal’s specifi cation and the perceptual systems’ report and make of 
them an error signal which leads to action which tends to reduce the 
error. Without reference signals, perceptual signals imply no behavior. 
If you wish to crash into the tree, you can actively maintain the percep-
tual signals as they are. The perceptual systems will continue faithfully 
reporting the current situation until the moment of impact.

Furthermore, what comes into the brain must always begin as a col-
lection of elemental stimuli which excite sensory receptors to produce 
trains of impulses representing intensity. The rest of the nervous sys-
tem lives, therefore, in a world comprised of intensity signals. Out of 
the behaviors of these signals and all of the relationships which the 
brain can construct on them, the rest of the world comes. As we gain 
experience with this world (even in the act of constructing it), we re-
cord enough of it to be able to select previous states and use them to 
create reference signals defi ning intended states. Structures higher in 
the brain select and set reference signals for structures lower in the 
brain, as required for higher control processes, old and new.

When you get to the top of this hierarchical structure, you are as far 
as it is possible to get from the sensory periphery. The highest refer-

ence signals can be derived only from recorded states of the highest 
perceptual signals, or from fi xed genetic information, or from the ran-
dom trial-and-error of reorganization. The only way for any higher en-
tity to insert a reference signal into the comparators at the highest level 
would be to drill a hole into the skull and stick an electrode through it 
(or to reach in through the fourth dimension or a theological loophole). 
It is physically not possible for the environment to adjust reference sig-
nals at the highest level. It is therefore not possible for the environment 
to determine reference signals at any lower level.

There is only one way in which a reference signal can depend on 
an external event. That is for the external event to disturb a variable 
under control at some level in the hierarchy. When this happens, the 
corresponding control system at that level will alter the reference sig-
nals sent to lower systems in such a way as to counteract the eff ect of 
the disturbance on the controlled variable. Those lower-level reference 
signals will therefore appear to depend on the external event as long as 
the higher-level reference signal stays constant. However, it is gener-
ally not possible for someone in the external world to know just what 
other controlled variables have been disturbed by the same event, and 
thus to understand all of the adjustments which are being made inter-
nally to the brain. We can predict that the disturbance will be counter-
acted by some act of the system, but whenever there is more than one 
act which would serve (and there usually is), we can’t predict which act 
or combination of acts will be employed. Whatever act is chosen by the 
brain must satisfy the requirements of many control systems at many 
levels. Unless you have a complete map of another person’s goals at all 
levels, you can’t predict how a given disturbance will be resisted—un-
less, like Skinner, you arrange the environment so that only one act can 
have the requisite eff ect. Of course, all such predictions depend on the 
constancy of reference signals at levels higher than those involved in 
counteracting the disturbance.

So my objection to the idea of social-control systems has nothing to 
do with abstract principles or philosophy or activism. It is simply a de-
duction from the apparent facts of our physical construction, coupled 
to a model of how the brain manages behavior. Human beings can act 
on each other only through the exchange of chemicals and physical 
forces and through altering the patt erns of intensity signals at the pe-
riphery of their respective nervous systems. They provide each other 
with experiences, but not with reference signals. I can describe a refer-
ence condition to you (“go jump off  a cliff ”), but I can neither interpret 
the description to you in terms of specifi c target-experiences nor cause 
you to accept the meanings in the description as your own active refer-
ence signals.

This is, I presume, how all people work—even those who work for 
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“The System.” Each person lives inside one brain. In this brain are that 
person’s perceptions and that person’s goals. Some of these perceptions 
represent the output acts of other people—but never their perceptions 
or goals. So each person lives in a purposive system and is surrounded 
by other people known only through their shapes and their acts, and 
only inferred to be purposive.

From interacting with others, one comes to form concepts of sys-
tematic entities, system concepts. Each person does this independently 
and alone. As a result, the inner organization of each person takes into 
account the properties of others as they are visible through the acts of 
others. The concepts thus formed embody theories of human nature, 
theories about human interaction, concepts of what you’re allowed to 
do and what you’re forced to do. These concepts might have nothing 
to do with real human nature; they might be completely erroneous. 
Nevertheless, they determine what goals you will pursue in relation 
to other people, and what means you will employ in pursuing them. 
They also determine the properties you will exhibit from the stand-
point of other people.

The interactions which develop among people organized in this way 
can be of any conceivable type. There can be negative feedback and 
positive feedback and open-loop relations. The entire social system 
can oscillate or run away or lapse into quiescence. There can be direct 
physical confl ict. There can be loners who shun company. People can 
develop diff erent customs, languages, means of livelihood, att itudes 
toward law and religion, defi nitions of fun, and styles of family living. 
Anything is possible: there are no overriding rules, and there is no 
overriding entity capable of enforcing any particular style of being.

Each person, of course, has needs and requirements. These must be 
met, and they play a large part in determining when a person will reor-
ganize and stop reorganizing. Everyone has to eat, breathe, stay warm, 
play, think, and experience Good. So there are inner forces which are 
similar in all of us. But these forces are inside, not outside. The con-
straints they introduce work through reorganization, not though ex-
ternal direction.

The physical world also introduces constraints, but not purposive 
constraints. It is apparently true that energy and momentum are con-
served, and so on. It is true that two bodies can’t occupy the same 
space, at least if they are human. It’s true that if there is less food than 
is required, only some people get to eat enough. And so on. Physics, 
chemistry, and biology create constraints within which all learning 
and interaction have to take place. But these constraints exist without 
purpose and they apply equally to all.

There is and can be no social-control system because there is no place 
for it to exist, and no organization external to human beings capable 
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of carrying out its functions. Even people who think they are part of 
a social entity have diff erent concepts of what it is, what its goals are, 
what it should be perceiving, and how it should act in specifi c cir-
cumstances. The cop peering in through your car window could be 
a liberal or a Nazi. He could be following the book, interpreting the 
book, or looking for a contribution to a worthy cause. He might cite 
you for speeding or for not having an emissions sticker, or both, or 
neither. That’s up to him, not to the System. Only he can decide, and 
that decision comes out of the way he is personally, individually or-
ganized inside.

This is true of every single individual you will ever encounter in the 
process of interacting with the social system, no matt er how impres-
sive the building in which the individual works or the equipment he 
or she chooses to bring to bear on you. It is true even when people use 
force on you, even when they gang up on you. What they do comes out 
of themselves; they are responsible for doing what they do. Just as you 
are. Just as we all are. People can use a mythical concept of a System 
as an excuse, as a way of att ributing cause elsewhere, as a way of un-
loading responsibility. But the responsibility for how you move your 
arms and legs, for the way you move your mouth and face to shape the 
sounds you utt er, how you mobilize yourself for action, is yours and 
nobody else’s. It is your responsibility not for any moral reason, but 
simply because your purposes determine all these things and therefore 
you, as a whole behaving system, are causing them.

If no individual can correctly blame the external world for the purpos-
es presently being eff ected by that individual, then there is no System, 
because the system is manned by individuals (and womanned). It is 
simply the way they interact in the physical world.

Rick Marken: It strikes me that the idea of social control seems rather 
ideological, since there is virtually no evidence for the existence of con-
trol organizations outside of the individuals participating in society. 
The idea of external social control seems to me equivalent to the idea 
of environmental control—except that now the control is somehow ex-
erted by collections of living things rather than by inanimate objects 
(like reinforcers). I think it will be as hard to convince people that there 
are no social-control systems as it is to convince them that there are no 
environmental-control systems (like the reinforcing contingencies of 
the behaviorists).

I guess one step toward convincing me that there are social-control 
systems would be to point to what you think is an example of the phe-
nomenon of social control—then model it and see if the model behaves 
as expected. We already have models which show apparent social con-
trol (organized crowd behavior) “emerging” from the behavior of in-
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teracting control systems. The models have no control systems outside 
of (or made up of) groups of individuals.

Why do people want to believe in social-control systems, anyway? I 
suspect it’s another surrogate “higher-level” control system up there in 
Heaven checking to see who’s been naughty or nice. Maybe when we 
fi nd that external control system, we can fi nally tell which group was 
right about who’s up there.

Bill Powers: The platoon leader says “Advance!” This creates a situa-
tion requiring me either to expose myself to enemy fi re or to explain to 
the platoon leader (and eventually the Provost Marshall) why I have 
concluded that it would be wiser to go the other way. I must also deal 
with my own goals regarding patriotism, cowardice, hesitation to do 
harm to others, organizational consequences of disobeying an order, 
helping my co-dogfaces, and so on. It’s a problem—but it’s not con-
trol from outside. Even the Army admits that obeying orders is con-
trolled by the individual. Otherwise there wouldn’t be any mechanism 
for dealing with disobedience. In general, the law considers intent a 
necessary component of committ ing a crime. Intent without control 
means nothing.

Suppose there were mechanisms for transmission of reference val-
ues between individuals? If such means existed, the external agency 
would have a problem fi ghting the other systems in the brain already 
contributing to the same reference signals. The goal structure in an 
individual has evolved through a lifetime of learning and interacting 
with the world; everything interacts with everything. Your goals serve 
your needs, not those of others. Even your altruisms have been struc-
tured to satisfy your concept of the “right” way to help and accommo-
date others. You can’t change just one reference signal in the brain and 
expect anything but massive resistance to the change. This is a system, 
not a collection of reactions.

But individuals can voluntarily set certain reference signals within 
themselves to socially agreed values as their only or best means of con-
trolling certain other perceptions which have higher priority to them. 
The sett ing is done by the individual. I have never said that it is done 
without regard to happenings in the perceived external world or with-
out regard to other reference sett ings in the same individual. I am only 
saying that there is no way for an external agency to reach inside an 
intact individual and physically alter reference signals. Or no way that 
would work in a signifi cant number of cases (psychosurgery?). Even 
if you could do this, a higher-level system would immediately restore 
that reference signal to its former sett ing, or a confl ict would be gen-
erated, destroying control. Unless you broke something in trying to 
eff ect the change.

I hope I’m not being dogmatic. Dogma is stating conclusions without 
justifi cation. I justify all of my statements as clearly as I can, referring 
to the publicly defi ned model from which I deduce them. As far as I 
can see, a “social reality” which has the same common existence for 
all people is inconsistent with the control-theoretic model (as well as 
its epistemology). If this concept is consistent with some other model, 
then I suggest that the other model be presented, and its properties be 
laid out. It would also be nice to see some tests, even if they are very 
simple, which the other model would have to pass to be accepted.

Bruce Nevin: In control theory as Bill has articulated it, an elemental 
control system (nice term!) can get its reference signal only from some 
other elemental control system.

The carrying out of familiar sequences and programs exemplifi es 
perceptual control very well. The occasion for initiating one or another 
program or sequence is not always so clear. It appears to come out of 
a realm which is much more wet and leaky than the control hierarchy, 
a realm with which we associate emotion and empathy, intuition and 
impulse. The implications for interpersonal infl uence are considerable.

Even so, this is infl uence and not control. Control is compulsory. Given 
a reference signal with a certain value (rate of neural fi ring), an elemen-
tal control system has no choice but to calculate the diff erence between 
its reference signal and its sensory input. Unless some other control sys-
tem has changed the connections, it has no choice but to output this 
error signal to the reference-signal input of one or more other control 
systems. One control system sets the reference signal of another.

Within a “bag of skin” you have hierarchical control, perhaps made 
a bit more mushy than some would like by mechanisms which can 
render some reference signals subject to infl uence. Between “bags of 
skin” you have infl uence. Interpersonal and social infl uence is some-
times made more hierarchically controlling than is appropriate by in-
terpersonal coercion and manipulation. These techniques always run 
into problems because they result in confl ict within the “bag of skin” 
being coerced or manipulated. Chapter 17 of Behavior: The Control of 
Perception describes this dilemma clearly.

Infl uence works best by suggestion. As long as it is not deceitful 
(which is a form of manipulation, and does not work when experience 
eventually gives rise to confl ict), suggestion works very well. As Albert 
Schweitzer said, “There are three ways to teach a child: The fi rst is by 
example. The second is by example. And the third is by example.” Has 
no one in this group looked at hypnosis?

Rick Marken: What you might see in a cell is control occurring—main-
taining a certain level of chemical concentration. You then imagine a 
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control model which might produce such control—even assigning 
functional roles to likely cell components. But in a society you see what 
appear to be the components of the model used to explain control—this 
person functions as a perceiver, that person as a comparator, and that 
person as an eff ector—but you don’t see any control being eff ected by 
these individuals as a group, do you? If so, where is it? What is being 
controlled by the hierarchical control system made out of individuals? 
And, to the extent you can identify control, is it control which cannot be 
explained in terms of the operation of each individual control system 
making up the group?

Bill and I are just saying (I think) that there is no phenomenon of 
control which is explained by imagining that groups of people are an 
operating control system. We also see no evidence of a social-control 
system external to groups of people—whatever that system might 
consist of. If there were evidence of control carried out by groups of 
people, and if this control could not be explained in terms of the indi-
vidual control actions of people, then we would be happy to entertain 
the proposal of a “multi-animal” model of control. Control theory is a 
model of a phenomenon. We (I) like the model because it explains the 
phenomenon of control, a phenomenon which has been completely 
neglected by psychologists. What phenomenon of control does a pro-
posed “multi-animal” control system explain?

Tom Bourbon: Just a brief note to echo the remarks of Bruce Nevin, 
Rick Marken, and, especially, Bill Powers, concerning alleged “inser-
tion” of reference signals into individuals by “social systems.”

Bill was on the mark when he said the only way that could occur 
would be for the individuals who comprise the “system” to bore a hole 
into the skull of the unwitt ing controlee and somehow manage to stim-
ulate all of the proper channels which could eventuate in a perceptual 
reference signal, which is, aft er all, a “request” for a perception. That is 
all the “brain” ever provides to the pathways which eventually reach 
muscles—the brain does not send commands to the muscles. In spite 
of the massive literature to the contrary, there is no convincing evi-
dence that the brain commands anything, so it is a poor analogy for a 
social system which commands the behavior of individuals. Behavior 
is not the end result of a linear chain of command, wherever that chain 
is alleged to begin, whether in a “stimulus,” a neural “command,” or 
a social edict.

In a cooperating group, each individual adopts reference signals for 
his or her own perceptions. Each individual acts on the environment 
to achieve the perceptions requested in those reference signals. Living 
systems cooperate (a) when doing so allows each of them to achieve 
control of perceptions which neither system could control when acting 

alone, or (b) when they decide to do so for the sake of doing so—which 
allows them to control for doing so. In no way does the “cooperating 
group” put reference signals into the head of any member of the group. 
All any member experiences are perceptions. Whether the perceptions 
are even disturbances depends on the reference signals already ad-
opted by the members.

If it were possible for a group to insert reference signals into the 
heads of others, do you really think control theorists would miss that 
trick? It would be infi nitely more simple than all of this pounding of 
keys and fl apping of tongues we go through!

Bruce Nevin: If A and B on level n + 1 both contribute to the reference 
signal of C on level n, that reduces the “compulsory” correspondence 
of either A with C or B with C. On the one hand, that explains the 
refractory nature of living control systems under coercion (by way of 
the limiting case, confl ict). On the other hand, it corresponds in an in-
teresting way to interpersonal relationships in which people seem to 
have their reference levels set by other people.

Consider a military hierarchy, or “authority” experiments. One 
could surmise that there are multiple sources providing input to the 
reference signal for certain high-level control systems concerned with 
interpersonal relations, governing who is judged credible, whose 
midlevel requests or commands for action are taken as sett ing refer-
ence signals for action, etc. Not all of these persons and other con-
tributors need be physically present to provide that input; most of 
them are in fact present in memory and imagination. But all that is 
physically present are environmental events interpreted by the sub-
ordinates as intensities, sensations, transitions, confi gurations, etc. All 
of them probably evoke memories and initiate imaginative processes, 
in particular the processes we experience as understanding gesture, 
language, etc. Having worked its way up the hierarchy to a fairly high 
level, this input might contribute to the reference signal for control 
systems governing other hierarchies down to eff ectors and action. 
There is no direct input of signals from control systems in one person 
to the reference-signal “wires” of control systems in the other. The 
entire depth of the control hierarchy literally stands between, and it 
does so in each person.

Bill’s familiar box diagram helps me to see the disanalogy. We might 
suppose that a single control loop implemented in neurons is internal-
ly complex, but we ignore all but the inputs and outputs identifi ed in 
the box diagram. Why not have a single box diagram for a living (hu-
man) control system? Then we could think about social-level control 
systems. In such a diagram for one human, there would not only be in-
numerably many more inputs and outputs at the extremities (sensors 
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and eff ectors at the bott om, supposed interpersonal reference-signal 
inputs at the top), but also the “comparator” box in the middle would 
be enormously complex—the whole intervening control hierarchy, in 
fact. This makes clear to me that we are engaged in an error of logical 
type when we do this.

Bill Powers: Hurray, Bruce, you get my point.

Bruce Nevin: I got your point a few months ago. Infl uence of one 
hierarchy on another seems to be horizontal rather than vertical, and 
on any corresponding level of the two hierarchies. Cf. my sugges-
tions about the necessarily indirect character of divine intervention: If 
you’re God or a messenger thereof, how do you infl uence a world full 
of autonomous hierarchical control systems (free will)? By suggestion. 
Cf. also how hypnosis works. All of which is precisely not germane 
to understanding hierarchical control, only to understanding relations 
among hierarchical control systems. I’m not putt ing this down here for 
the sake of provocation, but only to contextualize: I have not needed 
persuading that social “control” is not hierarchical and that it is neces-
sarily illusory.

Kent McClelland: As a sociologist, I’ve been quite interested in the 
thread on social control. Overall, I fi nd the position outlined by Bill 
Powers, Rick Marken, and Bruce Nevin to be generally persuasive, 
particularly their skepticism about the existence of social “control sys-
tems” which operate in the same way as the control systems in an in-
dividual. On the other hand, my sociological training gives me some 
sympathy for the opposing point of view, the notion that social con-
ventions have a “reality” external to individuals.

In spite of my general agreement, I wonder if Bill is perhaps stating 
his case too strongly when he almost makes it sound as if the social en-
vironment allows people unlimited degrees of freedom to do whatev-
er they please in any situation. No doubt, the highway patrolman who 
pulls you over might decide to have a nice chat with you about the 
weather, or decide to beat you half to death with his nightstick, or do 
anything in between, entirely as the spirit moves him. Nevertheless, I 
feel quite confi dent in predicting that no highway patrolman will ever 
pull you over to give you a big kiss on the cheek. Some things, I argue, 
are truly out of bounds in given situations.

In other words, while the social environment is surely not one big 
negative-feedback system, some or all of the people who constitute 
a person’s social environment cooperate to impose organized distur-
bances which then place limits on the range of reference values the 
person can bring under control. This social constraint happens in 

much the same way as, to quote Bill, “The physical environment also 
introduces constraints, but not purposive constraints.” Kissing cops 
are nearly as improbable as pigs with wings. One important diff er-
ence, however, between the social and physical environments is that 
some social constraints are purposively imposed by at least some of the 
people participating in the social environment. This constituent pur-
posefulness tends to make the social environment more complicated 
to describe than the physical, and it could also be the source of our 
illusion of social control.

Bill exhorts people interested in these issues to work on devising 
plausible models. With that goal in mind, I have a modeling question. 
First let me sketch in some background. We know from numerous 
tracking demonstrations by Bill, Rick, Tom, and others, that the actions 
of a complex hierarchically organized set of control systems (a human 
being) can be modeled with great accuracy as a single control system 
when the task is as simple as keeping a cursor in line with a target on 
the computer screen.

One of the demonstrations Tom set up at Durango allowed two peo-
ple to work together on the same tracking task, and my impression 
from that demonstration was that the joint actions of the two people 
could also be modeled with great accuracy as a single control system, 
at least as long as the two people were in agreement on the reference 
level for the task. To an outside observer, the movement of the cursor 
on the screen seemed about the same, only a litt le more precise (higher 
gain?) when two people were working together on the task than when 
one was working alone. When I was one of the people involved, the 
task seemed not to change, just get a litt le easier.

My question is this: Under what conditions can two (or more) inde-
pendent control systems, working in parallel in the same environment, 
be modeled as a single system? How much discrepancy in reference 
levels, disturbances, system gains, speed of response, and the like are 
possible before the outside observer would need to posit two (or more) 
control systems at work instead of one in order to model their joint 
behavior? How would you devise a test for whether two independent 
simultaneously operating control systems had the same or diff erent 
reference levels?

I suspect that if we could specify the conditions under which inde-
pendent control systems can “cooperate” to produce behavior indis-
tinguishable from one “super” control system, we would make a start 
toward resolving the “social control” issues.

Am I on the right track?

Bill Powers: Kent, in Colorado it’s apparently possible to be pulled 
over and be given some sort of good driving citation. I don’t know if  
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you get an actual kiss.
Maybe it would be useful to distinguish between “social control” 

and “concerted control.” When 20 people decide that an ocean-going 
lifeboat should be launched off  the beach, each person adopts the ref-
erence signal “boat in water,” grabs the boat, and drags it into the wa-
ter. Of course, if one person alone tried that, the boat wouldn’t move. 
If 10 of the people adopted the goal “boat 50 feet further from the wa-
ter,” the boat wouldn’t move, either. Concerted control is something 
like distributed processing. If the goals are aligned and the percep-
tions commensurable, you get the eff ect of a single control system with 
much greater output than any one system alone has (and higher loop 
gain).

A related kind of control is “coordinated control.” Now all 20 people 
together are unable to move the boat using a steady pull. However, 
if one (any one) of these people says “Heave! Heave! Heave!” (and 
the other 19 understand what this means and agree), surges of total 
force can be generated which are greater than the maximum possible 
sustained force, and the boat moves in steps. Each person agrees to 
synchronize the pulls with the voice signal, thereby giving the signal 
the status of a command. To a bystander, it might appear that all 20 
people have, suddenly turned into stimulus-response systems, with 
one of them mysteriously providing autostimulation.

Then I suppose you could have “managed control.” The skinny cap-
tain of the lifesaving team watches the struggles on the beach for a few 
minutes, then claps his hands and shouts “Give ‘er a yo-heave-ho!” 
The team, shamefacedly, agrees and starts singing “Yo, heave Ho!” and 
the boat starts to move as they pull in time with the song.

In all of these cases, the actual control lies inside individuals and is 
conditional on agreement and understanding.

I think just by remembering that control always lies in the individ-
ual, one can come to understand social phenomena without invoking 
some superordinate being or mystical force, much as Clark McPhail 
and Chuck Tucker avoid such things in their analysis of gatherings. 
When I say that there is no social system, I’m denying the widespread 
sense that there is an impersonal system run by some gigantic and 
implacable (and rather stupid) monolithic entity analogous to a single 
human being. Of course there is a social system: it is not, however, a 
unitary control system, but the outcome of all of the concerned indi-
viduals interacting, cooperating, confl icting, joining together in con-
certed eff ort, seeking each other, hiding from each other, looking for 
dependence and independence, enforcing laws and fi ghting or ignor-
ing them, and so on. Small groupings of people in this system occa-
sionally and for short periods get their goals and perceptions to run 
suffi  ciently in parallel to accomplish something together which they 

could not accomplish alone. The rest of the time these same people 
interact diff erently with each other, oft en against each other. The net 
result, at any given time, can be any sort of system which is imagin-
able, including no-feedback and positive-feedback systems. The result 
can imitate a hierarchy, a heterarchy, a random network, or simply ran-
domness. The only things determining what kind of system it is, aside 
from physical constraints, are the perception and goal structures of the 
individual persons which are in eff ect at the time.

I think that social laws can be deduced, but they will not be fi xed 
universals. They will be contingent: If a group of people adopts such-
and-such a mix of goals and has such-and-such skills, then the fol-
lowing phenomena of interaction will emerge. One example of this 
sort of law is the degrees-of-freedom concept. When there are enough 
people sharing a given environment that the number of independent 
goals possible exceeds the available degrees of freedom in the means 
of achieving those goals, confl ict (and all its symptoms such as aggres-
sion and violence) will necessarily appear. The growth of social sys-
tems can probably be traced to the various feasible means which exist 
for resolving such confl icts: taking turns, specializing, developing the 
idea of concerted, coordinated, or managed control, and so on. Each 
person in a confl icted society has a personal motive for adopting meth-
ods which will reduce confl ict: the restoration of personal control.

The real question is not whether there is a “social system.” It is what 
kind of system it is at the moment and in a particular locale. I think 
that the answer varies with place, personnel, and circumstances. There 
is always a system, even in the inanimate world. The whole universe 
is a network of interacting variables, which is all you need to have a 
system.

Bruce Nevin: Kent, in the cases of interest to sociology and social psy-
chology, it seems to me the shared reference values concern controlled 
perception of roles and relations and moves in a conventionalized, 
game-like sequence involving them. It’s not “look, we can both keep 
this cursor on track,” but rather °It’s your turn to track that one now, 
and I know you know that, and I know you know I know it, etc., by 
prior agreement.” Of course the notion “your turn to track” is “un-
realistic,” but only in the sense that any model can seem very simple 
and artifi cial by comparison with that modeled, and modeling the con-
trol of roles and relations required by convention to carry out tracking 
tasks might not be a bad next step.

I have no diffi  culty with (and argue for) “the notion that social con-
ventions have a ‘reality’ external to individuals.” I only argue against 
the supposition that this social reality refl ects suprapersonal hierarchi-
cal control. Though control theory has enormous scope, it necessarily 



6766

does not encompass all that is to be said about human and animal 
behavior. Necessarily? Relations among control systems, precisely be-
cause they are not matt ers of hierarchical control, are by defi nition not 
treated in it beyond the observation that our familiar presumptions 
about interpersonal control and power are wrong, and the beginnings 
of evidence that some patt erns in social behavior are mere byproducts 
of individual control for values conceived as private, rather than social 
(arcs and rings in the crowd program). Will the latt er suffi  ce? Lots of 
muck shoveling, perhaps, before we get at claims of the social sciences 
which bear deeper scrutiny.

You ask: “Under what conditions can two (or more) independent 
control systems, working in parallel in the same environment, be mod-
eled as a single system?” When are two (or more) autonomous control 
systems controlling for the modeling of themselves as members of a 
single system, according to mutually known roles and relations?

Bill Powers: Bruce says that “in the cases of interest to sociology and 
social psychology, it seems to me, the shared reference values concern 
controlled perception of roles and relations and moves in a conven-
tionalized, game-like sequence involving them.” The “game-like se-
quence,” once adopted by one person, consists of rules like: “If he does 
or says A, I do or say B.” As the other person, you can learn to perceive 
this rule experimentally. Of course, before that can happen, you have 
to perceive a principle: “Hey, that was a funny thing for this person to 
say (or do) in relation to what I said (or did)—ah, he’s playing some 
sort of game. Let’s see if I can fi gure out the rule.”

Bruce also says, “I have no diffi  culty with (and argue for) ‘the no-
tion that social conventions have a “reality” external to individuals.’ 
I only argue against the supposition that this social reality refl ects su-
prapersonal hierarchical control.” The relevant “reality external to in-
dividuals” is, of course, other people. Other people do things for their 
own reasons. They seem to march to inner drummers, and oft en a lot 
of them seem to be marching to the same inner drummer (as near as 
you can fi gure). They also build things and leave them around: chairs, 
houses, roads, television sets, dinners. Those things are just physical 
objects until you realize that someone had a purpose in building them, 
and fi gure out what that purpose might be, and try it out for yourself. 
Then you know what it feels like to march in cadence.

When you see enough people apparently reacting to you in accord 
with a rule of some game, and when you have deduced the rule well 
enough to predict how they will respond to your moves (or disturb 
you if you don’t move), you might come to think, “OK, I guess that’s 
the rule,” and adopt it for yourself. This can leave you with the im-
pression that this rule exists somewhere out there in space. It seems 

to aff ect everyone, so it must be imposed from somewhere else. It isn’t 
just that your mother likes to put the fork on the left  with the napkin, 
then the plate, then the knife and spoon on the right. That’s they way 
they are supposed to be placed. It’s a rule of etiquett e, and etiquett e isn’t 
something people decide to do: they do it because it’s right. Now the 
rule has become reifi ed; it no longer seems that you or anyone else has 
a choice.

Our language is full of words which have the specifi c function of 
making social rules seem to be something other than a personal choice 
adopted aft er considerable eff ort. You have duties, responsibilities. 
You must do what is right. People have something called “authority,” 
and it must be “respected.” Children must learn to “cooperate” (i.e., do 
what they are told). This is a government of laws, not persons. People 
can be upright or transgressors. People have “rights.”

When you start thinking about all the facets of society (as it is or as it 
should be) to which you wholeheartedly subscribe, you come face-to-
face with the real price of understanding control theory. The sense of 
being carried along and protected by some benign regulating system 
external to yourself disappears: you are faced with taking responsibility 
for fundamental aspects of your life which, long ago, you turned over 
to someone else. You see other people not as being in the grip of the sys-
tem, but as the authors of their own choices and their own actions.

In truth this basic freedom was there all along, but in gett ing in-
volved with fi guring out all of the games which are going on, and in 
learning how to adopt the rules yourself and use them for your own 
ends, you, the adult, have forgott en what the point was. It’s both lib-
erating and frightening to realize just how much of your life is in your 
own hands.

A true model of behavior doesn’t just describe the way people are. 
The way they are results from just one possible adjustment of the mod-
el, one possible set of parameters. A true model shows you other ways 
they might be, given changes in the parameters and in the alterable 
aspects of organization. One reason why control theory has taken so 
long to be recognized and adopted is that the older theory wasn’t even 
recognized as a theory—it was simply the way things are. Something 
happens, and a person responds to it. That’s just a fact. But when you 
realize that reference signals are adjustable, that stimuli are really dis-
turbances of controlled variables, an apparent response to a stimulus 
suddenly becomes just one of the possible outcomes. If the reference 
signal changed or the perceptual function were reorganized, the same 
stimulus would be followed by a diff erent response, or the opposite 
response, or no response at all.

Societies as they are now represent the outcome of one way human 
organisms can conceive of each other and interact with each other. 
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Control theory shows that there are other ways. The job of control the-
ory is not just to describe social phenomena as they are, but to reveal 
those phenomena as a consequence of adopting just one mode of orga-
nization out of many which are possible. The same goes for language: 
language as we know it is just one way in which people can use con-
ventions, rules, and principles to manage their interactions with each 
other. To understand language, we have to see how the system might 
be diff erent from the way it is—merely fi tt ing a control-theory inter-
pretation to the situation as it exists is only a small fi rst step.

Bruce Nevin: Bill, two angles on the “relevant ‘reality external to indi-
viduals’: the cellular consciousness angle and the furniture angle.

Cellular consciousness fi rst. This is a point-of-view problem. The rel-
evant reality (in the same sense) external to the cells in my body is the 
other cells. They are governed by and in part constitute a hierarchical 
control system, per theory and experiment so far. This is a thing of 
a radically diff erent order from the cells and other structures in the 
body, and the cells, so far as we know, lack means of detecting or con-
trolling for this higher-order reality. There is no convincing evidence 
that people together constitute social hierarchical control systems in 
an analogous way, and fundamental reasons (no way to implant refer-
ence signals, confl ict instead of compulsory compliance) why, so far as 
we now can tell, they cannot.

We nonetheless seem to want to push this analogy and through re-
constructable human history always have. The king is likened to the 
head in medieval society, the priest to the heart, the serf to the hands, 
and so on. Metaphors abound for fi nding one’s place in social space. 
Are we just inventing to fi ll a need for top-level reference values?

Conversely, our ineptitude at this business of explaining a social 
level of organization to ourselves does not indicate that there is none. 
Assume that there is some higher level of organization of some sort 
perhaps inconceivable to us, as the organization of my body would be 
hypothetically inconceivable to my pancreas (were it capable of hav-
ing conceptions of things). Just assume that there is, for the sake of the 
argument. For the next two lines of text. Statements like “The relevant 
‘reality external to individuals’ is, of course, other people” are in that 
case clearly reductionist. (OK, you can stop assuming a higher level 
now. The pain will go away if you rub it.)

This is a point-of-view problem because it is not clear that anything 
can have a point of view in any usefully relevant sense if it is not a hi-
erarchical control system. But what do we know?

Now the furniture angle. A person walks into a room and tries to sit 
down in a handy chair. “Don’t sit there!” Shocked expressions. Only 
a person in a certain role can sit there. That person might arrive any 

moment. The status of the chair, the role, the person holding the role, 
the visitor, etc.—these exist only by virtue of the human participants 
maintaining certain reference values internally. If they ceased to live, 
or ceased to maintain those reference values for whatever reason, 
those social realities would be no more. If the cop ceased to hold cer-
tain reference values, he would be a cop no more and might indeed 
kiss you on the cheek. But that does not demonstrate that things like 
roles, statuses, etc. are unreal. The existence of many things which are 
undeniably real is contingent upon hierarchical control, notably our 
own existence as living, conscious beings. Do you deny your existence 
as a person because that existence is contingent upon reference values 
held by elementary control systems at various levels of your control 
hierarchy?

The furniture of our lives is all social constructs. The fact that we 
do the constructing out of our perceptions of culture-free objects and 
events is no more relevant than the fact that the objects around us are 
“really” mostly empty space, or the facts of quantum mechanics.

And, indeed, the objects and events exist for us only as control-sys-
tem constructs. It is not only social reality which is contingent. (Is that 
an orange fl ower? More energy in the UV range. And get a load of that 
gamma burst across the parking lot!)

The main concern on your part seems to be autonomy, rather than 
ontology. There certainly are a lot of rules, but is that all there is in the 
social realm? All if-then program steps and nothing else? No, clear-
ly, that somewhat ill-defi ned range of levels between programs and 
confi gurations/transitions has culture-specifi c elements in it, all of the 
business of words and symbols and signs. These are not rules, nor are 
they likely to be constituted as they are only by virtue of rules stipulat-
ing how one is to interact with them.

“Societies as they are now represent the outcome of one way human 
organisms can conceive of each other and interact with each other. 
Control theory shows that there are other ways.” On the one hand, 
anthropology shows that there are many ways. On the other hand, 
people do need to coordinate their goals without expending all their 
eff orts on arranging to do so, and if control theory suggests a bett er 
way than learned social conventions, we should hear about it.

“When you start thinking about all the facets of society (as it is or as 
it should be) to which you wholeheartedly subscribe, you come face-to-
face with the real price of understanding control theory. The sense of 
being carried along and protected by some benign regulating system 
external to yourself disappears: you are faced with taking responsibility 
for fundamental aspects of your life which, long ago, you turned over 
to someone else. You see other people not as being in the grip of the 
system, but as the authors of their own choices and their own actions.” 
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Worth repeating, so I did. The same experience arises when one becomes 
multicultural, multilingual, multidialectical, able to shift  adaptively to 
the prevailing norms. To a slight degree, we all do this. But the sense of 
those norms only appears when there is confl ict with them, otherwise it 
is invisible, so to say it disappears with the epiphany of control theory 
seems to miss the mark. Rather, we off er ourselves diff erent sorts of 
choices when confl icts about coordinated control do arise. A diff erent 
way of saying the same, I think. Diff erent means, diff erent experiences, 
can lead to the same shift  in how one experiences.

Chuck Tucker: It seems to me that several comments I made earlier 
this year on the Net are relevant to the issue of “external control.” I 
stated the following:

Society, social structure, social class, culture, and group pressure do 
not make people do anything.

Personality, socialization, and social background do not make people 
do anything. (Rather, these provide resources for action, but determine 
none of it.)

Social life, by which I mean living and acting together, depends on 
arrangements people make.

People guide their actions by directions they give themselves.
Discovering the laws of social life is not possible, or even sensible.
Biological agents such as germs and viruses, or chemical agents such 

as alcohol, cocaine, and steroids do not make people do anything. 
(Rather, these can aff ect performance levels and the coordination and 
control of behavior.)

Technology does not make people do anything. (Rather, technology 
provides resources for action.)

Social norms, rules, values, beliefs, customs, traditions, laws, and 
social sanctions do not make people do anything. (Rather, these are 
devices people use to facilitate living and acting together.)

Genetic inheritance and other biological factors do not make people 
do anything. (Rather, these permit people to do what they do, and, un-
doubtedly, permit them to do much that so far they have not done.)

Without making arrangements, people are socially incompetent.
People cannot be made to do anything, unless they are literally and 

directly and physically forced to.
These comments speak quite directly to matt ers of “external con-

trol,” but I don’t believe that those of us who use the word “control” in 
the title of the model we use will ever be able to avoid the problem of 
interpreting that word as meaning “control by others,” “force,” “ma-
nipulation,” “external infl uence,” or “environmental cause” unless we 
clearly point out, as Bill has, that control is a technical term meaning 
stabilization of a variable against arbitrary disturbances. Most people 

do not use this defi nition of control, and sometimes some of us forget 
and use it in a non-technical sense. All of the literature in sociology, 
psychology, and social psychology which I have examined uses the 
term to mean either control by outside forces or forces responding to 
the violating of norms, rules, or laws (this is also the case in my diction-
ary, where I fi nd that “control” comes from the Latin contra, meaning 
“against”). So, to have others understand what we are talking about 
and are interested in, we will have to preface our remarks with the 
technical defi nition of control or make up other words for social con-
trol, like “infl uence” or “reciprocal infl uencing.” Another alternative is 
always to use the phrase “perceptual control,” and clearly distinguish 
it from “social control” and “reciprocal infl uencing,” but never to use 
the word “control” alone. Of course, each of us can give that direction 
or instruction to him/herself, but following it is always a diffi  culty.

It seems to me that the recent posts of McClelland, Powers, and 
Nevin should be read as a set with the focus on how control theory 
deals with the “social.” I see a wide area of agreement that language 
is crucial because it is used by people for their perceptions, to adjust 
reference conditions, and even to adjust loop gains, as well as being 
crucial in the reorganization process. Roles provide a handy illustra-
tion of how this is done, since a person will evoke a role not only to 
“control” his/her own action, but will ask another to “control” to do 
similarly, as in “I’m your Father,” “Don’t call your Mother “her”—she 
is your Mother,” “This is Dr. Tucker speaking,” “I said that when I 
was a member of the administration, but now I’m a Judge,” “He’s not 
Bush, he’s President Bush,” and “I’m transferring you a call from the 
President.” Now, not everyone will act exactly the same when such 
statements are made, but my bet is that one would observe very simi-
lar actions from the receiver of such statements. We are not robots, but 
we can organize our conduct in ways which are quite predictable to 
ourselves and some others.

Rick Marken: Kent, it might be that a tracking task with two people 
can be modeled with one control system. But why do it if there are re-
ally two? As I recall, in one of Tom’s demonstrations, one person con-
trols one cursor and another person controls another, possibly relative 
to each other, but not necessarily. The social part comes from the fact 
that each person aff ects their own as well as the other person’s input. I 
don’t see how this particular task can be modeled with a single control 
system; there are two degrees of freedom to be controlled (the two cur-
sor positions), implying two control systems.

Many of Tom’s demos show that two control systems can act coop-
eratively even if that is not their goal. This is what happens in the case 
above. You could also have two people control the diff erence between 
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two cursors—now you could run into confl ict if there is a diff erence 
in the reference for what this diff erence should be. If you set it up so 
that both systems are aff ecting the input variable in the same way, then 
you probably could model this situation with a single control system, 
and the accuracy of the model’s match with behavior would depend 
on the closeness of the two references, the relative gains of the systems 
and all of the other stuff  you mentioned. I don’t see why one would do 
this, especially when you know that there are two physically diff erent 
systems working on the task, and you know how they are connected to 
the input variables. Are you thinking that social control has something 
to do with the degree to which two actually separate control systems 
act as though they were one? If so, then your notion of social control 
diff ers from mine. I think of social control as something which controls 
the interactions between two or more people. An interaction is behav-
ior (actions) on the part of two or more people who infl uence vari-
ables which are controlled by one, both, or all of the people. A social 
controller would be something external to the people involved, which 
controls this interaction in some way.

I think what Tom is trying to show (rather beautifully, I think) is that 
“interactive” control requires no external social controller. The appear-
ance of social control (as I use the term) emerges out of the non-confl ict-
ed interaction of multiple control systems. Another nice illustration of 
the “emergent” nature of social control is the crowd demo of Powers, 
McPhail, and Tucker. Here, complex, coordinated social behaviors 
emerge out of the mutual interaction of many control systems.

I think the best way to get at this “social control” issue is to defi ne 
precisely what it is. Perhaps we could agree on one of Tom’s demos 
as a prototype example of social control, and then see what’s actually 
going on—and whether there is any evidence that there is more going 
on than interaction between two or more control systems each control-
ling their own inputs (and, in doing so, adjusting to the eff ects of other 
control systems).

If it turns out that there really is no such thing as “social control” as 
conceptualized by sociologists (and other social scientists), this does 
not mean the end of sociology—not by a long shot. Control systems 
do interact; they are social. So this is what sociologists will study—the 
phenomena which result from the interactions of multiple control sys-
tems.

So don’t worry, Kent, there is still plenty (possibly even more) to do 
in a control-theory-based sociology.
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Epistemology

Bill Powers: The aim of scientifi c objectivity, it is said, is to remove 
as far as possible all subjective bias on observations of the real world. 
In the physical sciences, this is done through the use of instruments, 
reducing observations to simple judgments of coincidences. But I want 
to put off  that part of the subject and look more closely at the concept 
of observing without bias. The model of perception that is assumed 
makes a great deal of diff erence in the meaning of “observing” and of 
“bias.”

The model I assume is this: the world we experience consists of sig-
nals in the brain created by the interaction of the nervous system with 
the world outside it. This means that neural signals are not about the 
world of experience; they are the world of experience. What they are 
about is another matt er that calls for considerable investigation.

If the world we experience exists in the brain, we must then ask what 
objectivity could possibly mean. I think it means a certain att itude to-
ward experiences, toward perceptions.

If you see a man carrying a briefcase hurrying along under an um-
brella through the rain, you can interpret what you see in diff erent 
ways. You might see a man trying to get to work on time, or someone 
late for an appointment, or a thief who has just stolen a briefcase and 
an umbrella. To see these things, you clearly have to add imagined 
information to what you are actually observing. The same would ap-
ply if you saw a man who seemed anxious, or angry, or oblivious to 
the world. The most objective way of reporting what you see would 
eliminate all imagined information, all that is not actually in the scene 
before you.

To be even more objective, you would have to examine the details of 
what you are seeing. The man seems to be hurrying, but all you are re-
ally observing is that he moves more rapidly than others. “Hurrying” 
is a characterization added to what you see. He seems to be carrying 
a briefcase, but it could be some other object. “Briefcase” is an inter-
pretation of the shape you see. He seems to be carrying it, but perhaps 
it is shackled to his wrist. “Carrying” is an interpretation of the rela-
tionship between his hand and the object. He seems to be under an 
umbrella that shields him from the rain, but perhaps the umbrella is a 
signal to someone he is to meet and isn’t being used to keep him dry.

To be most objective of all, you have to ignore all these character-
izations, because no matt er how you characterize what you see, the 
characterization always goes beyond the perception; a diff erent char-
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something going on on the other side of the instrument, but they don’t 
identify to us what it is that is being measured. Instrument readings 
are more objective than eyeball observations only because they are 
more repeatable and are not infl uenced by interpretation prior to the 
reading. They are not more objective in the sense of bringing us closer 
to a pure description of reality itself. The basic correlate of an instru-
ment reading is not some real physical variable, but either another in-
strument reading or a human perception.

Now what about the claim that instrument readings are more objec-
tive because they reduce observations to a simple discrimination of 
coincidence? The claim would be that the photocell measurement of 
light intensity is more objective than the visual estimate because the 
photocell always responds the same way to the same light intensity. 
All that the human observer has to do is read the meter face carefully, 
or, for a digital instrument, write down the number on the display.

But what do we have then? Suppose the reading is 12.5678241. Just 
writing down that number is reminiscent of the joke that goes, “We 
interrupt this program to bring you a late score: six to nothing.” The 
number by itself is meaningless. At the very least, you have to know 
that it is the reading from a photocell, not from a thermometer. To use 
it in relation to any other meter reading, you must know how the meter 
is calibrated: what are the units of this number? Foot-candles? Lumens? 
Ergs per second? What is the spectral range being measured? And to 
use this reading in the context of science, you must also explain what it 
is that is being measured: the absorbed part of a fl ux of photons, a fl ow 
of energy, a squared amplitude of magnetic and electrical vibrations at 
a certain frequency or with a certain wavelength. You must, in short, 
reveal the complete model of what the meter supposedly measures.

There is no way, in fact, to reduce an observation to a coincidence of 
a meter needle with a mark. If it is reduced that far, it ceases to mean 
anything.

What gives meaning to the meter reading is exactly the same thing 
that gives meaning to an uninterpreted human perceptual experience. 
It is the structure of interpretations and theories that depicts a world 
on the other side of the receptors. That world does not exist in un-
adorned, uncommented observation. It exists only in the adornments 
and comments added by human intellectual processes.

When we try to understand human perception scientifi cally, we 
automatically introduce something other than direct experience. We 
introduce a term “perception,” indicating that there is a perceiver, a 
consequence of perceiving, and something to be perceived. This is like 
introducing a photocell, a photocell reading, and light-energy. There 
is an “inside” component and an “outside” component linked by a 
physical device. All three of these components are theoretical entities, 

acterization is always possible. To be completely objective, one must 
simply observe without the accompaniment of an internal explanation 
or characterization of the observation.

This is almost impossible to do. It is possible, however, to broaden 
the scope of what one thinks of as observation to include not only the 
scene being observed, but the internal explanations-interpretations-
characterizations that come along with it. If one observes both, then 
it is clear which set of experiences is the interpretation added to the 
observation. Or at least it becomes more clear.

So the most completely objective observation is that which is totally 
subjective and silent. It is simply att ending to appearances as they ac-
tually present themselves, without any att empt to add to them or ma-
nipulate them rationally, without saying that they are real or unreal, 
without theorizing, associating, or explaining. Doing this to the extent 
that is possible takes practice and discipline leading to a state of mind 
much like what Zen practitioners seek through meditation.

Now we can reintroduce the subject of instruments, asking on the 
way why it is that such instruments are used.

The object of scientifi c explanation is to explain experience. More 
exactly, it is to explain why some parts of the experienced world are 
related to other parts as they are. Why is it that when there is a fl ash 
of lightning, there is quite oft en, aft er a delay, a roll of thunder? All we 
experience is the sequence of events; any other relationship between 
them is hidden. Science is an att empt to guess the connections between 
the fl ash of light and the sound, to explain the sound as a natural or 
necessary result of the process that created the fl ash of light.

Past experience tells us that the world does not appear exactly the 
same to everyone; furthermore, observations are inevitably tinged by 
explanation and interpretation, which creep in under the cover of in-
nocuous words like “hurrying.” So to eliminate these subjective diff er-
ences, science employs instruments.

To measure the fl ash of light, a scientist would use a photoelectric 
cell, which responds to light by generating a small current that can be 
indicated on a meter or recorded on magnetic tape. But what does it 
mean to say that the photoelectric cell “responds to light”? It means 
that when the photoelectric cell shows a response, a human observer 
sees light. When we examine the two things being compared here, we 
see that they are very similar: both the perception and the meter read-
ing are outcomes of receptor processes, one organic and one inorganic. 
Both outcomes depend on something else, but the human outcome is 
a brain signal measured in impulses per second, and the light-meter 
outcome is the angle of defl ection of a needle. Neither outcome is in 
units of “light.”

Instruments, therefore, provide us with consistent indications of 



54

part of a model of processes that underlie direct experience.
The popular conception of a light-meter is that the light is what ex-

ists, while the meter reading is only an indication of it. But consid-
ering how scientifi c modeling actually works, the priorities must be 
reversed. It is the meter reading that is given; what it indicates and 
how the indication is derived are matt ers for theory and conjecture. 
We must reason backward from the meter reading, taking into account 
the theoretical properties of the meter and the photocell (and doing the 
same for many other kinds of meters), to deduce what lies at the origin 
of the reading: reality, the world.

In a model of perception itself, we must do the same thing. The phys-
ical device we place between reality and perception is the nervous sys-
tem. The properties of the nervous system are a matt er of theory and 
interpretation of observations. The given is the perception, the experi-
enced part of the process: the way the world appears. What remains to 
be deduced, by reasoning backward through the assumed properties 
of the perceiving device, is the external world.

It is possible to observe objectively only the outcome of this theoreti-
cal perceptual process. We can see whether the model consisting of a 
nervous system with its properties and a physical world with its prop-
erties (derived through studies with instruments) can be made to pro-
duce an outcome that matches what is in fact experienced. Objectivity 
then consists in observing what the model actually does, with as litt le 
interpretation as possible, and how the world actually appears, also 
with as litt le interpretation as possible. But objectivity has nothing to 
do with reporting on the world that is represented by our models.

Wayne Hershberger: Bill says that “neural signals are not about the world 
of experience; they are the world of experience.” Almost, but not quite. 
Any claim that neural signals are about the world of experience is un-
doubtedly false, as you say, precisely because the reverse is the case: 
my world of experience is about my neural signals—and about the op-
tic array in the ambient light, and about the stuff  with resting mass 
which is said to give structure to the ambient light. It is not true that 
my experiences comprise neural signals. Rather, to quote an authority 
you might recognize, “this world presents itself... in three dimensions, 
stereo sound, and living color, chock full from edge to edge of contin-
uously-present smoothly changing noise-free colors, shades, objects, 
motions, relationships, and operations in progress.”

According to a coherence theory of truth, the perceptual objects 
comprising our experience (phenomenal world) may be said to de-
pend upon (be about) the conceptual objects we “construct” (neurons, 
photons, electrons, input functions) to the degree and only to the de-
gree that these conceptions (models) account parsimoniously for the 

perceptions in question.
Perception is not imagination.

Bill Powers: Wayne, I was not describing what the world is, I was 
describing how it appears. This appearance is the world we directly ap-
prehend. The control-theory model, based on the appearances of neu-
rology and physics, leads me to conclude that this world is, physically, 
a collection of neural signals, although it does not look that way (that 
is, it does not look the way neural signals do when we visualize them 
on an oscillogram using electronic means of sampling limited aspects 
of neural activity).

I know that you insist that there is no other world than the world 
of appearances (or that we don’t need to consider one in explaining 
perception). When we aren’t concerned with explaining, but only 
with experiencing and living (no theoreticians required), I agree with 
you. Reality is precisely what we experience. But to add “and nothing 
more” is to assert what we can’t know directly, and to deny, for no 
good reason, the implications of physics, chemistry, and neurology, all 
of which claim to represent a world of immense detail that is inacces-
sible to our senses.

The crucial diff erence between our views, as nearly as I can compre-
hend it, is in my assumption of another reality that is not part of the 
world of direct experience. If there is no such separate reality, then of 
course all that exists in nature is experience as it appears to us. Neural 
signals, physics, chemistry, and all such conceptions are just that: con-
ceptions and nothing more. They are simply ways of ordering our ex-
periences and have no signifi cance beyond that. They do not refer to 
anything unexperienced.

I can understand that conclusion as a conclusion, but I can’t accept it 
as a fact. It is simply another conjecture. Its truth, then, comes down to 
the evidence we have for and against it, and to how we reason about 
that evidence.

I think that control phenomena provide us with evidence that there 
is a universe beyond the limits of human perception; that this universe 
imposes its properties between our actions and their perceived results; 
that there are independent agencies in this universe that are capable 
of disturbing our control actions without our being able to detect the 
causes of the disturbances. I think we learn about these properties only 
indirectly, and as conditioned by the kinds of perceptual systems we 
have and do not have. I think we have to infer the nature of the dis-
turbing agencies and the properties of the world, by building models 
that would, if they were true representations of the unseen world, ex-
plain how our experiences are related to each other. I do not think it is 
likely that we have arrived at models that just happen to capture every 
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signifi cant entity outside us, every signifi cant functional relationship 
among those entities. And I do not think it is likely that the world of 
direct experience exhausts the degrees of freedom that really exist in 
the universe around us.

So that is my basis for accepting, as the most reasonable hypothesis, 
the existence of a real universe apart from our perception of it, and for 
denying, on the basis of the same reasoning, that our perceptions are 
likely to be veridical renditions of that universe.

I agree that perception is not imagination. Imagination is, however, 
a subset of perception. Some of our experiences are generated inside 
the brain and do not depend on the current external state of aff airs, 
even though they might sometimes give a convincing imitation. But 
the rest do depend on something outside. In neither case, however, do 
perceptions without the aid of reason give us a picture of what is really 
causing them—however inadequate the picture.

Wayne Hershberger: Bill, it would be a comfort were you to agree with 
me, but I do not agree with the statement, ”Reality is precisely what 
we experience.” Of course, I agree even less with the obverse idea.

That is, as an empiricist, I do not endorse the idea that reality is pre-
cisely what cannot be accessed empirically. Hence, I cannot imagine 
ever saying that physical, chemical, or neurological phenomena are 
epistemically inaccessible. In fact, I have been championing the antith-
esis.

I guess I am not making myself clear.
Let’s go to square one. I claim that the epistemological challenge is 

not to explain how the truly inaccessible can be accessed (a logical im-
possibility), but rather to explain how the truly accessible can have 
appeared to be inaccessible (a logical possibility). Do you agree?

Bill Powers: Square one it is. I agree that the truly inaccessible can’t be 
accessed. That’s a defi nition, not a proposition. The truly inaccessible is 
that to which we have no access at all, either direct or indirect.

The second part of your claim is not a defi nition: it asserts that the 
accessible sometimes appears inaccessible. I think this is an att empt 
to create a two-valued situation (either something is accessible or it is 
not) out of one that has more than two possible values.

I see accessibility of the workings of nature to be a matt er of degree, 
with the maximum degree falling short of 100%. To explain my view, I 
will resort to a thought-experiment.

Suppose we have before us a black box which we have no means of 
opening. Let’s call this box, to humor me, the Reality Box. On its sur-
face are numerous butt ons and lights. The butt ons and the lights are 
undoubtedly real, because we experience them directly and unequivo-

cally: they are totally accessible and cannot be mistaken as being inac-
cessible to our observation. So the box, the butt ons, and the lights are 
not an epistemological problem.

When we press various butt ons, we fi nd that certain lights and com-
binations of lights turn on or off . With suffi  cient experimentation and 
record-keeping, we can discover consistent eff ects of the butt ons on 
the lights. As our experience grows, we can discover that some but-
tons alter the eff ects of other butt ons on lights, or make certain lights 
come to depend for their state on new combinations of butt ons. We 
can discover that only certain sequences of butt on-pressing will have 
predictable eff ects on one or more lights. We can fi nd that certain lights 
have mutually exclusive states; if a member of one set is on, another set 
is always off , and vice versa. We could uncover logical relationships, 
relationships corresponding to arithmetic operations, and so on. We 
could even develop heuristics: some ways of turning lights on work 
best under one set of circumstances (combinations of lit lights), usu-
ally, than other ways.

Thus, we arrive eventually at a sophisticated empirical understand-
ing of the Reality Box. At no point have we asked what is inside the 
box. We have simply observed, recorded, and tried to recognize con-
sistencies.

Perhaps I should motivate this investigation by saying that for rea-
sons we only vaguely understand, certain of the lights on the Reality 
Box have extraordinary value to us; indeed, their states of illumination 
seem to us to be a matt er of life and death, or at least make the diff er-
ence between enjoyment and disappointment. So we have an interest 
in pushing the butt ons to keep the most important lights in the states 
that seem the most desirable, especially as they will not stay in those 
states without the butt on-pushing. To be crass and less mysterious, we 
could say that each time we succeed in maintaining the critical lights 
in the critical state for one minute, we receive $5—that’s $300 per hour 
for this job if we can learn to do it perfectly.

I think I have now described the state of human understanding of 
nature in the pre-Galilean era.

In fact, we fi nd that we are a long way from making $300 per hour—
the actual payoff  isn’t nil, but it’s just barely a minimum wage. It would 
be greatly to our advantage if we were allowed to cheat: to open the 
box and trace out the circuits (or talk to the litt le men, or analyze the 
chemicals, or take whatever action is appropriate to what we fi nd in 
the box). If we knew why the butt ons aff ect the lights as they do, we 
could abandon the trial-and-error empirical approach and simply de-
duce the actions that would have the eff ect we want.

I am now describing the advent of the physical sciences.
We are not, however, allowed to cheat.  Nobody knows how to open 
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the box.
Nevertheless, once we get the idea of explaining the dependence of 

lights on butt ons rather than just observing it, we might well decide 
that even a good guess about what is in the box might be more valuable 
than random experimentation. So we begin to construct a model of the 
internal workings of the Reality Box, trying to outguess its designer.

This project turns out to be extraordinarily successful. By imagining 
circuits and functional devices inside the box, we succeed immediate-
ly in explaining why some butt ons cause some lights to change their 
brightnesses. Numerous revisions of the model are required, however, 
because just when we think we have the right connections, an anom-
aly turns up and we have to modify the design of the hidden devices 
or the connectivity between them. But by demanding that the model 
always work, no matt er what combinations of butt ons we press, we 
eventually get this model to the point where it never fails in any way 
we can notice.

We now begin to believe in the reality of the model. What appears to 
be happening is that butt ons activate lights, but what is really happen-
ing, we say, is that the butt ons are feeding their eff ects into a hidden 
complex device that in turn operates the lights. Gradually, the status 
of the insides of the Reality Box changes. Those insides no longer seem 
hidden to us. In fact, even though they are complex, they are far sim-
pler than our records of empirical fi ndings are. They also permit us to 
predict the eff ects of butt on-pushings, even combinations never tried 
before, with exceeding accuracy, whereas our empirical predictions, 
based only on unexplained frequencies of occurrence, are wrong near-
ly as oft en as they are right, and are essentially useless in unfamiliar 
circumstances.

I have now described the rise and maturation of the physical scienc-
es, and their essential diff erence from the purely empirical sciences.

The penultimate stage in this development arises when someone no-
tices a fact that by now is considered a very strange fact. Those who 
are engaged in the exploration of the Reality Box by now feel that its 
devices and connections are in the box. The lights tell them what is hap-
pening inside the box; the butt ons let them infl uence what is happen-
ing inside the box. What this someone says that is thought so strange 
is merely a reminder that, in the beginning, nobody knew what was 
in the box, because only the lights could actually be observed, and no 
eff ect of pressing the butt ons could be seen except in the lights. This is, 
in fact, still the case. So the model of what is in the box must exist in the 
minds of those who are observing the box. It is not in the box. In fact, 
it is perfectly possible that what is in the box is entirely diff erent from 
what is in the mental model, but is equivalent to what is in the mental 
model under all of the butt on-pushing operations so far tried. Even 
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what seems to be a simple direct connection through a hidden wire 
might actually involve a hidden modulator that converts the butt on-
press to a radio frequency and broadcasts to a receiver whose output 
lights the light. That would not be a parsimonious design, of course, 
but it might be the one that exists.

What this upsett ing stranger is doing is reminding everyone that all 
they can actually observe are the lights, and the only eff ect they can 
know they are having is to press the butt ons. All the rest is imaginary. 
Therefore, we should throw away all those fi gments of the imagina-
tion and admit that all we know is how the butt ons aff ect the lights, 
and to remain pure of heart, we should talk about nothing else.

I have now described the advent of stimulus-response theory, behav-
iorism, biology, empirical psychology, and so on.

The fi nal stage entails the epistemology of the Reality Box that I pro-
pose.

In fact, the model works much bett er than it should. Moreover, there 
is evidence in the relationship between butt ons and lights that tells 
us something consistent is going on independently in the Reality Box. 
The lights that we can aff ect with our butt ons sometimes turn on and 
off  when we aren’t pushing anything. Very oft en, we have to change 
which butt ons we push in order to reproduce the same state of the 
lights, and there seems to be no way to predict when, by how much, or 
in what direction we will have to make these changes. Something else 
is interfering with the eff ects that the butt ons have. This something 
else can be inferred, to some extent, because it might occur regularly, 
or in some regular patt ern, as we can tell by watching what diff erent 
butt ons we have to press to reproduce the same eff ect, and when we 
have to do this.

So we are led, in the end, to recognize three major facts. First, our 
mental models of what is in the Reality Box have an unknown rela-
tionship to what is actually there. Second, the regularities implied by 
the model actually do occur, even through we can’t know that they 
occur for the reasons we propose. And third, there is something in 
the Reality Box that can act independently of us. So we can say that in 
some regards, what is in the box is accessible to us, but we must also 
admit that our interpretation of its inner workings is not necessarily 
the only one that would be as good at explaining what happens.

The lights, of course, are our perceptions, and the butt ons are our 
actions. The Reality Box itself is invisible; we experience only the input 
and output devices mounted on its surface. We conjecture that the but-
tons do something that we don’t observe. We conjecture that the lights 
indicate something that is also not observed—if only the presence of a 
wire from the butt on to the light, and an invisible power supply.

So what does “accessible” mean? Does it mean that we observe 
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Reality exactly as it is, or that there is neither agency nor order other 
than what is evident to us in our sensory experiences? I feel that such 
questions are not matt ers to be deduced logically, so that we can know 
once and for all the truth about experience. I think that they are matt ers 
to be sett led as we sett le all factual questions: by the examination of ev-
idence, and by sett ling for the inference from the evidence that seems 
most supportable by all the rest of our experiences and knowledge. 
Pure philosophy can’t provide that sort of conclusion: it demands an 
end-point, a certainty. That, I think, is defi nitely inaccessible.

Wayne Hershberger: Bill, while agreeing that the truly inaccessible is 
inaccessible, you assert that much of that which is accessible is not all 
that accessible. Here you are changing the subject (I’m assuming that 
you are not simply contradicting yourself). That is, you are using the 
word accessible to refer not to the possibility of epistemic access, but 
to the amount of X that is accessible, or to the diffi  culty of achieving 
access to X, which could vary, of course, with the directness or com-
plexity of the epistemic process. This is as misleading as referring to 
the length of a pregnancy as a degree of pregnancy (e.g., the unwed 
mother who claims she is “just a litt le pregnant”). More specifi cally, if 
90% of X is truly accessible and 10% is truly inaccessible, it does not 
follow that X (i.e., every bit of it) is 90% accessible.

You say: “... the box, the butt ons, and the lights are not an episte-
mological problem.” On the contrary, the epistemological problem is 
usually stated in just such terms; for instance, it might be said that 
although the butt ons “appear” to be solid and stationary, they “really” 
comprise a swarm of whirling dervishes known as atoms. Or alterna-
tively, it might be said, as you are wont to do, that they really comprise 
a collection of neural signals. In fact, the butt ons, lights, etc. are the 
phenomenal objects that the empirical process we call perception pro-
vides us, and the epistemological question concerns whether or not 
these phenomenal objects are as objective as the label “object” implies. 
The box, the butt ons, and the lights pose the epistemological problem! 
Your elaborate example begs the question.

To suppose that the phenomenal objects are accessible appearances 
comprising indirect representations of an inaccessible reality is to em-
brace a radical skepticism, because there is no way to assess the fi delity 
of the representation without accessing the inaccessible (i.e., in order 
to test the correspondence between the reality and the appearance, one 
needs access to both, and that, by defi nition, is not possible). This ques-
tion of correspondence between what is accessible and what is inacces-
sible (i.e., between what is internal to and what is external to the limits 
of experience) is readily confused with the correspondence between 
what is internal to and what is external to the nervous system. But 

whereas the former type of correspondence is impossible (by defi ni-
tion), the latt er type of correspondence is easily determined—neuro-
physiologists do it all the time.

You say, “What this upsett ing stranger is doing is reminding every-
one that all they can actually observe are the lights, and the only eff ect 
they can know they are having is to press the butt ons. All the rest is 
imaginary. Therefore we should throw away all those fi gments of the 
imagination, and admit that all we know is how the butt ons aff ect the 
lights, and to remain pure of heart, we should talk about nothing else.” 
If I get your meaning, that stranger is no stranger. His name is George 
Berkeley. Later, Johannes Muller echoed Berkeley’s Subjective Idealism 
in his doctrine of specifi c nerve energies; as Muller put it (in his article 
5), the sensorium is aware not of the external object, but of the state of 
the nerves only. Having said that, Muller then seemed to recognize be-
latedly that Berkeley’s thesis makes no sense expressed in physiological 
terms, because in article 8 he said that the sensorium is aware not mere-
ly of the state of the nerves, but of the external causes as well. (There’s 
nothing like having your cake and eating it too.) Muller was confusing 
the two correspondence questions described above. Berkeley’s philoso-
phy concerns only the former type, as Kant observed; that is, the only 
objects we experience are phenomenal, not noumenal, things.

I share your concern with the essential nature of nature. That is, when 
an experiment asks a question of nature, “someone” answers. But I see 
no reason to exclude this fi nal arbiter of empirical truth from the phe-
nomenal domain. Banishing this arbiter to an inaccessible realm from 
which it creates accessible appearances (like the Wizard of Oz) makes 
about as much sense to me as claiming that today is but a representa-
tion of yesterday’s real tomorrow. What does it buy one, but a big head-
ache? Who needs it? What’s wrong with immanent truth, as refl ected 
in phenomenal coherence?

I am interested in your staking a claim to what I see to be the episte-
mological high ground (in my view, solipsism is not the high ground). 
My motivation is selfi sh. Because you are the principal champion of 
psychomodular control theory, I have a vested interest in your being 
in the best position to defend both your psychomodular theory and 
your epistemology. And since I do not see your psychomodular con-
trol theory as implying a solipsistic epistemology, I see no reason for 
you to defend that indefensible epistemological position. My inability 
to persuade you to give solipsism a wider berth than you do leaves me 
ambivalent about my eff orts to that eff ect, because I am not interested 
in being a mere disturbance.

Bill Powers: A model might be epistemically correct, but we will never 
be able to prove that. I was not saying that we have complete epistemic 
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success part of the time, and incomplete success the rest of the time. I 
was saying that we do not ever know whether our models of reality are 
successful or not, because the only way to check for that success is to 
repeat the process that led to the models in the fi rst place: there is no 
independent check.

Perhaps we could get to the nub of this matt er sooner if you would 
give me one example—any example—of a case in which we have com-
plete epistemic success in verifying that there is a real counterpart of 
any perception. We apparently agree that there are some cases in which 
uncertainty remains, so there is no point in dealing with them. My 
claim is that there is no case in which we have reached certainty, so you 
should be able to demolish my claim with a single counterexample.

Wayne Hershberger: I seem not to be making myself clear; you are 
looking for me in the wrong direction. My argument (actually, Hume’s) 
is not that any particular case aff ords certainty, but rather that every 
case is entirely uncertain (i.e., “verifying that there is a real counterpart 
of a perception” is absolutely impossible, even as a matt er of degree). 
Hume’s arguments to this eff ect are called Radical Skepticism for good 
reason. Consequently, modern science uses a coherence, rather than 
a correspondence, theory of truth—where reality has no ontological 
status.

When asked how he discovered the laws of chemical compounding, 
Linus Pauling replied, “I made them up.” Pauling avoided any claim 
of having gained epistemic access to Reality—because such a claim 
would be gratuitous (God’s Reality is a matt er of faith, and serves no 
scientifi c purpose). Rather, Pauling made up a parsimonious model 
which provides a very coherent account of the chemical phenomena 
in question. Any claim that such human-made models correspond, in 
varying degrees, to some divine original is epistemically empty.

You have made up a parsimonious model of living control systems 
which control the value of inputs from their environments. Sometimes 
you have used the word “virtual” to refer to these controlled variables, 
because they are defi ned by the input functions which process the 
input. But it would overstate the case to claim that the environment 
contributes nothing to the values comprising these virtual variables. 
That is, only by overstating the case is one misled to suppose that your 
model implies solipsism. Your model addresses questions of corre-
spondence between what is inside the brain and what is outside the 
brain, but that is physiology, not philosophy.

Bill Powers: Comes the dawn. I feel like a wrestler who has converted 
an advantage to a position fl at on his back. Your previous arguments 
have given me the impression that you believe there is a reality outside 

of perception and that perception somehow manages to represent it 
veridically. Now it seems that you’re saying that human perception 
bears no verifi able relationship to any universe “behind” or “beyond” 
perception, which is, of course, the position I have also been taking.

Unfortunately, your language still leaves me wondering what pre-
cisely is your position on the constraints we can detect between actions 
and perceptions, and on the signifi cance of models. You say, “Any 
claim that such human-made models correspond, in varying degrees, 
to some divine original is epistemically empty.”

If it weren’t for that word “divine,” I would be more sure of how 
to take what you mean—I trust you’re not accusing me of religious 
fervor. Would you still allow for a correspondence to a “non-divine 
original”—i.e., a natural universe that exists independently of our per-
ceptions of it? In other words, are you opposing a religious view of 
reality, or any view that there is (or could be) a reality more inclusive 
than what is perceived, whether or not we can be certain about its na-
ture? More on this at the end.

The main conundrum comes up when you say, “Your model ad-
dresses questions of correspondence between what is inside the brain 
and what is outside the brain, but that is physiology, not philosophy.” 
A problem is created by talking about what is inside the brain and 
what is outside the brain. The problem arises when we assume that 
we, as conscious beings, are conscious because of activities in a brain. 
Allow me to elaborate.

In order for my model to be consistent with the physical model of 
reality (both, I quite agree, being “made up,” so that physiology, too, 
is “made up”), there are certain relationships between physical-model 
variables and neural-model variables that must be assumed. The phys-
iological neural model allows for no way of gett ing information from 
physical stimulation other than through interaction of physical vari-
ables with neural sensors. For example, in the physical model there is 
a made-up entity called the photon. The signals in the neural model’s 
retina supposedly arise from absorption of photons. However, the 
neural signals carry no information about the origins of those photons; 
furthermore, there is an infi nite number of diff erent photon energies 
and fl uxes arriving from an infi nite number of directions that will yield 
exactly the same neural signal in any given receptor.

Given a model of physical optics and observations of refl ection or 
emission sources, we can construct a model of the origins of the pho-
tons and show that this model is consistent with an array of neural sig-
nals that amounts to a map of the scene toward which the eye’s lens is 
directed. So far, so good. But if we then look at the basis for accepting 
the physical model—which includes things like “lenses” and “objects” 
and “light rays” going through something called “three dimensional 
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space”—we fi nd that there can be no basis but observations made by 
the same means by which an “observation” of a photon is made. We 
identify objects by looking at them with our eyes; we verify that there 
is a photon fl ux by interposing a light-meter (which we see) and read-
ing—with our eyes—its indicator. So, from the standpoint of the neu-
ral model, the physical observations we are using to assign an external 
source to the visual neural signals arrive in the brain by exactly the 
same means as the signals we are trying to explain.

This is a not a problem if we adopt a point of view from which we 
can see both models, the model constituting an exterior physical world 
and the model constituting an interior world of signals in a brain. It 
is not a problem if we add to the other two models a model of a non-
neural conscious observer which is not confi ned to a brain. It becomes 
a problem only when we decide that the model of the brain must be a 
model of ourselves, the observers and thinkers.

When we adopt that view, as I do, we can no longer take the third-
party omniscient view. The hypothesis is that we, who are thinking 
about perception, are brains like those in the model. Therefore, we 
must be dealing with the external world (represented by the physics 
model) by the same means just proposed: through neural signals. If 
this is true, then the physical model is not outside the brain. It must be 
located inside the brain-model, as part of that model. It is a construc-
tion existing as patt erns of neural signals related not by physical con-
straints outside us, but by abstract rules and computational processes 
taking place in our heads.

When we apply this reasoning to purely physical models, there isn’t 
much diffi  culty except with people who insist on reifying photons, elec-
trons, quanta, phlogiston, and so on. The real diffi  culty arises when the 
external world we are thinking about is the world of subjective reality: 
the world we experience directly. This is clearly not the world of the 
physical models. Between the physical models and this world of direct 
experience, there are few points of contact. For the most part, physical 
models consist of entities and relationships that are not evident in di-
rect experience. Here and there are points where, usually through the 
use of instruments, but not always, a physical variable corresponds to 
an experiencable variable. With the unaided eye, we can perceive an 
approximation to what a physicist calls “distance,” although by us-
ing instrumentation like radar or optical range-fi nders, we can arrive 
at meter-readings much more consistent with physical theory than is 
the direct apprehension of distance. But when it comes to functions of 
distance such as gravitational acceleration or potential energy, direct 
experience remains blind.

So where do we put this world of direct experience, with all its ob-
jects and sounds and smells and relationships and people? It is not 

represented in either the physical model or the (physiological) neural 
model. I have elected to put it into the neural model, but not in the 
form of neurons. It exists in the brain as a weightless, massless or-
ganization of neural signals, the appearance and behavior of which 
is precisely the appearance and behavior of the world we experience. 
Certainly this assumption creates a mystery; more than one. The main 
one is who or what is it that apprehends this collection of neural sig-
nals in such a way that it takes on the appearance that we experience?

The most obvious error to be made at this point is to say that this 
mysterious observer is the agent who imposes interpretations on the 
neural signals so they become objects, relationships, processes, con-
cepts, and so on. But as everyone knows by now, that simply requires 
expanding the model to explain how these interpretations are made. 
My way of avoiding this error has been to propose the levels of per-
ception in my model. By looking for classes of perception in the appar-
ently real world around me, I att empted to show how neural processes 
can themselves create signals which contain the interpretations that 
are needed. While this initially seems to rob experience of some vital 
qualities, a close examination of any particular example of this problem 
shows that it does not exist. These vital qualities can’t be pinned down 
by direct inspection, either. When one att empts to isolate them for a 
close look, they lose any special quality and become just an amount of 
something that can be more or less present. Just like a neural signal. 
The only specialness that there is exists in the entire collection of neu-
ral signals, each behaving in the context of all the others.

The other function of the levels is to enumerate and classify types of 
perceptions ranging between what have been considered “concrete” 
and “abstract” perceptions. By showing how successive levels of in-
terpretation can form a link between the concrete and the abstract, the 
model removes the necessity for explaining these interpretations by 
assigning them to a homunculus. As each new level is considered, the 
subject-matt er with which it deals is stripped out of the homunculus 
and returned to the physical brain. In the end, the homunculus con-
tains only those functions of observation that are not accomplished by 
the brain model. And all that is left  is awareness.

We now seem to have a model, itself a neural model, that contains a 
physical model in a nervous system. But the nervous system is basical-
ly a physical conception: it is a subset of the physical model. Logically, 
if one model is contained by and contains another model, there can be 
only one model. But there is another answer: it is that both models are 
contained in direct experience, and they interact with each other..

The ultimate reality, therefore, is direct experience. That is the super-
class within which models exist. This leads us, fi nally, to the ultimate 
mystery.
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We can divide direct experience into things we do and things that 
happen. Many things that happen proceed without any need for our 
action. Among such things, we can detect consistencies and dependen-
cies. This leads us to formulate expectancies which, when formalized, 
we call laws of nature.

We can also take actions, which are the set of all those experienc-
es that we can infl uence by an act of will. We fi nd that these actions, 
themselves capable of being experienced, aff ect other experiences. We 
can learn to create some experiences that are not directly subject to 
acts of will by varying those experiences that are directly willable: the 
whole is an act of control. Through long experience with this kind of 
act of control, we have found regularities that show how we must act 
in order to control many kinds of experiences. The reasons for these regu-
larities are not evident in experience—there is no a priori basis for expecting 
any particular act to have any particular eff ect on something else.

This is where we get the idea of a natural world of regularity that lies 
outside the boundaries of experience. And this is why we build models, 
both physical and neural. With models, we hope to probe into that 
mystery that is hinted at by these unexplained regularities. We hope 
to reduce the complexities of these piecemeal regularities by finding 
underlying simplicity; I think this is what we mean by “mechanism.” 
In physics, simplicity is attained by imagining a hidden world of fields 
and particles, energy and momentum and entropy. The few kinds of 
variables in this world lead to the vast multiplicity of different-seeming 
phenomena in the world of direct experience.

The question, Wayne, that you and I have not brought out into the 
open and resolved between us, is whether these models constitute in-
creasingly good approximations to something beyond experience, or 
whether they are simply “summaries of observations.” The complex 
picture I have tried to lay out here should indicate my view. Clearly, I 
don’t think that either physics or neurology is as good an approxima-
tion as is usually assumed. There is too much of the human observer 
entwined, unanalyzed, in all our models. The very name “particle” in 
physics shows this. But I think that there is evidence of agency outside us 
(other people, for example), and evidence of relationships imposed by un-
seen means (e.g., other people’s intentions). I think that there is struc-
ture inside the Reality Box, and that while we can never arrive at a 
unique representation of it, we can arrive at an equivalent representa-
tion, equivalent in the sense that our models show one way it could be 
constructed inside, functionally equivalent to the way it is constructed. 
I see no contradiction in saying that all we will ever know for certain 
is what our own brains present to awareness, while maintaining that 
uncertain knowledge is not empty.

Is the remaining problem, perhaps, what is meant by “epistemic”? If 

“epistemic” knowledge is certain knowledge, then the argument re-
solves itself: there is no such thing outside direct experience. But to 
say that a proposition is epistemically empty does not then mean that 
it is incorrect or empty of signifi cance, because that would say that 
all of experience is, with complete certainty, incorrect or empty of 
signifi cance beyond itself—an epistemic fact which, of course, we can 
never verify.

Martin Taylor: Bill, in answering Wayne, says: “But if we then look 
at the basis for accepting the physical model—which includes things 
like ‘lenses’ and ‘objects’ and ‘light rays’ going through something 
called ‘three-dimensional space’—we fi nd that there can be no basis 
but observations made by the same means by which an “observation” 
of a photon is made. We identify objects by looking at them with our 
eyes; we verify that there is a photon fl ux by interposing a light-meter 
(which we see) and reading—with our eyes—its indicator. So, from 
the standpoint of the neural model, the physical observations we are 
using to assign an external source to the visual neural signals arrive in 
the brain by exactly the same means as the signals we are trying to ex-
plain.” But one actually can test the “existence” of the things detected 
through photons by using other senses—the acoustic eff ects and so 
forth. These form a set of converging operations that help to reduce the 
set of possibilities for interpreting the perceptions obtained through 
one sensory system.

If that were all there was to it, the same argument could be made, 
but extending the notion from “photon” to “physical energy exchange 
phenomena” or some such. But that is not all there is to it. There is the 
volitional aspect of what and how we choose to observe.

Let us presume a deceitful Nature, and a passive (multi-sensory) ob-
server. This Nature could present us with any of an infi nite number 
of sources for PEEPs (Physical Energy Exchange Phenomenon, plural) 
that had the same eff ect on our sensory organs. But when we choose 
which aspects of the universe to test, and in what way, the deceit be-
comes much harder to sustain. That’s the fundamental diff erence be-
tween an observational science like astronomy and an experimental 
one like physics. Psychology is somewhere in between.

The diff erence between active observation and passive observation 
was clear to Gibson, who distinguished “haptic” from “tactile” percep-
tion. You can try it yourself. Have a bunch of objects available, and a 
friend. Close your eyes; have your friend take one of the objects and 
touch it to your open hand in various orientations and ways. What you 
perceive is a set of touches, some soft , some warm, some sharp, and 
so forth. Now have the friend place the object in your hand for you to 
manipulate. What you perceive is not a set of touches, but an object. 
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In either situation, you might be able to determine which object from 
the set was touching your hand, but when you yourself choose where 
and how the object contacts (or fails to contact) your hand, it has a 
completely diff erent subjective quality.

Wayne Hershberger: Bill says, “... it seems that you’re saying that hu-
man perception bears no verifi able relationship to any universe “be-
hind” or “beyond” perception, which is, of course, the position I have 
also been taking.”

Yes.
And that, I believe, is what Gibson was saying as well, or at least try-

ing to say. And Kant, too. Your prose is more lucid than most of theirs, 
but as I read you (Hume, Kant, Gibson, and yourself), you all seem 
to be motivated by this same epistemological insight. However, the 
other three believed that this insight also implies that this hypothetical 
Reality has no empirical basis. So did Plato, who claimed that Reality’s 
basis must, therefore, be rational.

You, on the other hand, seem to accept a Reality appearing to re-
quire neither basis. That is, the Reality to which you persistently refer, 
despite your above remark, appears to be neither an induction nor a 
deduction, but rather an abduction; you seem to pluck it out of thin air. 
For instance, while admitt ing that a perception cannot be proven to be 
a veridical representation of Reality, you are wont to claim that neither 
can it be proven that perceptions do not approximate Reality to some 
degree. This begs the question of the Reality itself!

I would encourage you to accept the harsh implications of your own 
epistemological insight and not backslide, admitt ing through a back 
door what you have banished from the front. The challenge, remaining 
to be addressed, is what exactly is meant by the term real or true, that 
a perception may be identifi ed as veridical, as opposed to illusory, and 
at the same time not be regarded as a representation of Reality? That 
is, what is it that distinguishes a veridical from an illusory perception 
if not the perception’s degree of correspondence to some transcendent 
reality—something you claim to eschew as an arbiter of truth?

In practice, we seem to use a coherence theory of truth. Laymen and 
scientists alike regard a perception that cannot be replicated as illu-
sory. A perception that does not survive the layman’s double take is 
an illusion. An empirical observation that science cannot replicate is 
no fact.

You say, “So, from the standpoint of the neural model, the physical 
observations we are using to assign an external source to the visual 
neural signals arrive in the brain by exactly the same means as the sig-
nals we are trying to explain.” Although this is oft en the case, it is not 
necessarily the case. Let me address the fl ip side of this question—to 

which you also allude: is there “a natural universe that exists indepen-
dently of our perceptions of it?”

I submit that the ability to register luminous fl ux with virtually any 
retina or photomultiplier tube provides the very sort of independence 
referred to here. Only those perceptions which are demonstrably repli-
cable across observers are objective perceptions, or “objects,” as we are 
wont to say, for short. This is the type of independence required of the 
objects comprising our natural universe. When it does not matt er who 
or what makes the observation (i.e., the results are independent of the 
particular observer), the perception is said to be objective, or to be an 
object. The natural order is immanent in experience and not to be con-
fused with some hypothetical Reality that transcends all experience.

You ask, “So where do we put this world of direct experience, with 
all its objects and sounds and smells and relationships and people?” In 
the phenomenal world of time and space—which Kant recognized as 
intuitions (meta-models?). “Silicon Babies,” an article in the December 
1991 issue of Scientifi c American said something relevant here. Speaking 
of robots as Rodney A. Brooks conceives them (which is similar to the 
way you conceive them), the author of the piece said: “Subsumption 
architecture relies largely on the nature of the outside world rather 
than sophisticated reasoning to structure the robot’s actions. For ex-
ample, if the robot encounters an obstacle, the important thing is to 
go around it... The robot may not need even to remember that the ob-
ject is there—aft er all, it will detect the obstacle perfectly well the next 
time it approaches it. (p. 128) The expression “outside world” in this 
passage obviously refers to the robot’s environment. This world out-
side the robot is not outside the robot’s realm of experience. Neither 
is the robot’s world a re-presentation (copy or memory) in the robot 
of a world actually transcending its experience such as our model of 
its environment. The robot merely registers its environment in its “in-
imitable way.” Call it modeling the environment. Of course, the way a 
robot registers/models its environment is not actually inimitable; iden-
tical robots would register/model in the same way.

Similarly, if your expression “a natural universe that exists inde-
pendently of our perceptions of it” refers to something other than the 
natural order immanent in the psychophysical fl ux we call experience, 
it is surely a reference to the perceptual/conceptual models that are 
constructed out of that fl ux registering that immanent order.

“So where do we put this world of direct experience, with all its ob-
jects and sounds and smells and relationships and people? It is not 
represented in either the physical model or the (physiological) neural 
model.” Right you are. The objects of direct experience are not part of 
either of these scientifi c models (physics or physiology), because these 
objects of direct experience are themselves models—empirical, if not sci-
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entifi c. They are the layman’s perceptual models, analogous to science’s 
conceptual models; both types seem to involve a lot of neural process-
ing, just as your own theoretical/scientifi c model says. Both types of 
models are modeling the same natural order. They are twin born of 
experience. One type of model is not modeling the other type of model. 
(Only psychological theories such as your model are refl ective, model-
ing the process of modeling itself.) Neither is the basis of the other. The 
basis of both is the natural order which, as you say, “exists in the entire 
collection of neural signals, each behaving in the context of all the oth-
ers.” Strike the word “neural,” and I think I could buy it. That is, if this 
psychophysical fl ux has any essential characteristic, surely it involves 
informing and being informed—in a word, signaling. Matt er which can 
neither infl uence nor be infl uenced by other matt er, doesn’t matt er. But 
the signaling does not begin and end in the nervous system.

Bill Powers: Wayne, you are telling me that Hume, Kant, Gibson, and 
I all seem to be “motivated by this same epistemological insight”—yet 
“... the other three believed that this insight also implies that this hypo-
thetical Reality has no empirical basis.” They might not have had the 
same att itude toward empiricism that I have. For instance, they might 
have been of the opinion that only empirical facts can be true and real. 
This would put them in good company, but it would be the company of 
those who customarily elevate statistical preponderances to universal 
certainties. I have met very few empirical facts that did not contain eas-
ily discernible uncertainty; certainty is achieved by ignoring the actual 
data and plunking a dot down in the middle of the scatt er: that’s the 
real value. Most of the time, there is a background of approximations, 
arbitrary assumptions, and interpretations without which empirical 
data would have no meaning. These assumptions, and the fact that 
someone is interpreting, are not mentioned in polite company.

So to say that a hypothetical reality has no empirical basis is not the 
indictment it might be if there were such a thing as pure empiricism 
untainted by human imagination and interpretation.

Even when we confi ne our observations to the omnipresent psycho-
physical fl ux, we see things that are contradictory. Our judgments of 
width and height do not agree with readings from calipers. Our judg-
ments of straightness do not agree with straight-edges. Our judgments 
of relative temperature do not agree with thermometers. Our judgments 
of relative brightness do not agree with photometers, and our judg-
ments of relative color and, especially, color composition do not agree 
with spectrographs. In realms of more complex observations, we do not 
agree with each other about palatability, diffi  culty, comprehensibility, 
spelling, grammar, or miracles. We observe nonexistent phantom arrays 
created by what we know to be a single stationary fl ashing light. We 

don’t even agree on a color like “green.” When we do agree, the spectro-
graph can tell us we are looking at diff erent colors; when we disagree, 
the spectrograph can tell us we are looking at the same color.

You say, “An empirical observation that science cannot replicate is no 
fact.” Is there any empirical observation that science can, literally, “rep-
licate”? Replication never in fact occurs: perhaps that is the only rep-
licable fact. What happens is that we make a series of meter readings 
that disagree with each other, and then we say that there is a Real value 
that lies somewhere within the range of the readings. We can’t actually 
“replicate” a reading (in fact, if we get exactly the same reading twice 
in a row, we tap the meter from then on). We can’t even replicate the 
scatt er in a series of readings. We replace the scatt ered, variable, inex-
plicable, individual observations with an idealization that we conceive 
of as the real observation. In doing this, we create precisely the reality 
I am talking about: a reality that we do not observe, but accept because 
it makes sense of experience. Empiricism itself leads to acceptance of 
a reality that underlies observation, but is not the same as what we 
observe.

Much of what seems to be replication is a product of the human ca-
pacity for categorization. We can make observations that vary widely, 
yet make them appear to be the same by classing them together. If we 
ask 100 people, “Are you in favor of abortion?” and 60 percent of them 
say “no,” we lump the 60 “no” answers together and say that they 
indicate the same opinion about abortion. In fact, we don’t know what 
question the respondents were actually answering; all we know is the 
question we heard ourselves asking, and what it implies to ourselves. 
Some were thinking, “No, not even to save the life of the mother,” 
while others were thinking, “If it’s necessary to save the life of the 
mother, but in general, no.” Those are both “no” answers, aren’t they? 
“No” is “No,” isn’t it?.

‘Empiricism fails as soon as you go beyond a description of a snap-
shot of the psychophysical fl ux. Take as simple a thing as a lever with 
the fulcrum in the middle. Pushing down on one end, you observe that 
the other end goes up, while the lever itself tilts. You can easily satisfy 
yourself that if you do push one end down, the other end will rise, and 
if you don’t push that end down, the other end will stay where it is. 
There is litt le more to be determined, empirically, about the behavior 
of this lever. Now, is there any connection between your pushing on 
one end of the lever and the subsequent tilt of the lever and the rise 
of the other end? Have you given an adequate account of the lever by 
reporting just the facts of what happens in the psychophysical fl ux? 
Obviously not. You have reported three facts: pushing down, tilting, 
and rising. Is the fi rst fact directly infl uencing the other two facts? Of 
course not: at least one physical property of the lever, its rigidity, is 
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needed in order for the one fact to lead to the others. Facts do not 
infl uence other facts just by existing. Given two identical-looking le-
vers, one may behave as you expect, while the other simply bends. The 
diff erence that explains the diff erence in behavior is not among the 
empirically observed facts. It is an imagined property of the lever, de-
duced from its observed behavior. That property is part of the unseen 
reality of which I speak. Does this “rigidity” actually exist? It might. 
But it might also be a consequence of unseen factors such as intermo-
lecular forces, none of which itself is “rigidity,” but which together 
have the consequence of imparting rigidity to the lever.

The “physical” part of the “psychophysical fl ow” is imagined or de-
duced (it is deduced, then imagined). It is not observed. There is no 
meter that measures rigidity, or whatever factors give rise to it. And 
if there were a meter measuring the straightness of the lever, it would 
not be measuring the causes of rigidity.

Or consider another case that tells us even more about our relation-
ship to reality: a wall switch that operates a light in the ceiling. We can 
easily determine that when the switch is up, the light is on, and when 
it is down, the light is off . We can manipulate the switch and reliably 
observe—for a while—that the state of the light obediently changes. If 
all we care about is operating the light, we are fi nished.

But some of us assume that there is some connection between the 
switch and the light. We can’t observe this connection without destroy-
ing the wall and ceiling, yet we have litt le doubt that there is one. This 
imagined connection has no basis in our empirical observation of this 
switch and this light, yet as a matt er of faith we accept the existence of 
the connection. We do not accept eff ects at a distance, in most cases.

Does it now shake our faith if we fl ip the switch up and the light 
fails to come on? Not at all; we deduce that the switch has failed, the 
bulb has burned out, or there has been a power failure. We don’t ob-
serve those explanations empirically, either—although we would like 
to check them out by some indirect means, like turning on a fl oor-lamp 
to eliminate the general power-failure explanation. We don’t actually 
need to visit the power plant.

We begin to suspect the switch when we wiggle it up and down and 
observe that the light comes on again. But now we observe an odd 
thing: the light now comes on when the switch is down rather than up. 
We can still toggle the state of the light by moving the switch, but the 
relationship has reversed. Have the innards of the switch suddenly 
turned upside-down? That seems ridiculous.

Then we remember that high-school puzzle, the two-way switch. 
There is, we realize, another switch somewhere else that also controls 
this light. There is someone fi ddling with that other switch!

Is this an empirical observation? No, it is a memory-based guess 

about a hidden reality. Can we be certain that there is another per-
son fi ddling with the other switch? No. How could we be? We haven’t 
seen the other person or the other switch yet, and if we have to catch 
a plane, we might never do so. It’s possible that the spring in the other 
switch broke and let the switch fl ip down, with nobody operating it. 
It’s possible that there’s a relay in the circuit that short-circuited. Yet 
there is value even in our wrong guesses, because they are possible ex-
planations and in other circumstances might be the correct ones. These 
possibilities relate not to the empirical world, the psychophysical fl ux, 
but to a world beyond what we are sensing: inside the wall, in another 
room we haven’t visited, in a power plant we have never seen.

Most of the world within which an individual human being makes 
empirical observations is outside the scope of that person’s percep-
tions, yet its imagined state forms the context within which what is 
observed is interpreted.

There are some aspects of the hidden reality that we strongly sus-
pect to exist, but which we will never be able to verify. Is there really 
an electromagnetic fl ux propagating through empty space, a fl ux that 
we call “light”? There is no way to check this. We can only say that 
when some sort of receptor stops the imagined propagation, we get 
some sort of meter reading. There is simply no way to detect light in 
fl ight. Human reason screams at us that of course light has to propa-
gate through space in order to reach our detectors—but that is not and 
never will be an empirical fact.

Nearly all of our meter readings interfere to some extent with what 
is being measured; meter readings lie. An ordinary volt-ohm meter 
draws current when it measures voltage. That current causes the ac-
tual voltage to drop a litt le—sometimes a lot. In electronics, we learn 
to measure the meter’s resistance and calculate that of the circuit, and 
correct the reading to the “true” value. So the meter reading we see has 
to be corrected to indicate the voltage that really exists.

In order to estimate how hard a suitcase is pressing down on the rug, 
you have to lift  it. Data from polls has to be corrected to show what the 
true opinions would have been if everyone had been telling the truth. 
When we bargain with another, we try to estimate from the off ers the 
other is making how much that person is really willing to pay. When 
we see a car in the convex right-hand outside rear-view mirror, we see 
a• label saying, “Objects appear farther than they are.” When a PhD 
candidate fumbles a question, we make allowances for her nervous-
ness. When an agent says, “I’ll give you a call if anything comes up,” 
the actor ceases to expect a call. We are always making adjustments 
to observations, denying the validity of empirical data, to bring our 
actions and expectations more in line with a world that underlies ap-
pearances. We are bett er off  doing so than not doing so, even though 
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we are sometimes mistaken in not taking literally what is before our 
eyes. Sometimes the phone rings and it is the agent telling the actor to 
report for rehearsals.

There are really no justifi cations for denying the existence of a reality 
that is diff erent from the one we experience, even the one we expe-
rience through the use of scientifi c instruments. The scientifi c instru-
ments themselves shout at us that there is something going on that is 
invisible to us. If we were strict empiricists, we would report analog 
meter readings in radians, not volts or pH or counts per second or RPM 
or pounds per square inch or quarks per cubic meter. But we do not: 
doing so would leave us with a world that made no sense. We have con-
structed an elaborate network of imagined entities and relationships 
that purport to live in the world on the other side of the meter readings. 
While this conceptual world might miss the mark and might describe 
only a projection of a much larger space onto the dimensions to which 
the meters are sensitive, it might be correct in some respects, particu-
larly respects having to do with derivative notions like conservation of 
energy or control. We will never know, of course; our meters and our 
sensors stand between the observer and the reality. If information is 
coming in to us through these channels, we still don’t know what it is 
about. The incoming information carries no identifying labels.

Still, it pays to guess, as long as we are alert for the evidence that says 
we should change the guess. But today’s empiricism is tomorrow’s il-
lusion, and oft en today’s.

Wayne Hershberger: Bill, you use the word reality very diff erently in 
the following two passages. The fi rst usage refers to a created reality; 
the other refers to a hidden reality (my italics below), which you say 
is unverifi able. I fi nd the former concept very useful, but not the latt er. 
The latt er is essentially a contradiction of terms, a paradox. This para-
dox is readily resolved, however, using your own very cogent argu-
ments. That is, if the words “created reality” used in the fi rst passage 
below are substituted for the words “hidden reality” in the second 
passage below, what you then say makes sense, don’t you think?

Passage 1: “We replace the scatt ered, variable, inexplicable, individ-
ual observations with an idealization that we conceive of as the real 
observation. In doing this, we create precisely the reality I am talking 
about: a reality that we do not observe, but accept because it makes 
sense of experience. Empiricism itself leads to acceptance of a reality 
that underlies observation, but is not the same as what we observe.”

Passage 2: “Most of the world within which an individual human be-
ing makes empirical observations is outside the scope of that person’s 
perceptions, yet its imagined state forms the context within which 
what is observed is interpreted. There are some aspects of the hidden 

reality that we strongly suspect to exist, but which we will never be able 
to verify. Is there really an electromagnetic fl ux propagating through 
empty space, a fl ux that we call ‘light’?”

There is not just one created reality.
There are many created realities, some comprising perceptual “ob-

jects” (e.g., a laser beam), some comprising conceptual stuff  (electro-
magnetic fl ux), both dealing with the same phenomena. When we 
att empt to order these created realities by their truth value, we fi nd 
ourselves using parsimony and replicability as our criteria.

However, I am not sure that the conceptual stuff  is any more or less 
empirical than the perceptual stuff . The mean of a set of data is a da-
tum too. Further, although the arithmetic mean is not the only measure 
of central tendency which could be defi ned upon the raw data, it is 
very precisely constrained by its raw data.

It seems to me that our created realities transcend the raw psycho-
physical fl ux in essentially the same way that a mean transcends its 
data; that is, they are precisely constrained by the psychophysical 
fl ux—barring miscalculation. The input functions in your psycho-
modular control-system model create perceptual realities in this con-
strained way. That is why your theory is not solipsistic.

On another matt er: “Empiricism fails as soon as you go beyond a 
description of a snapshot of the psychophysical fl ux.” On the contrary, 
empiricism fails when you artifi cially restrict it to snapshots of the psy-
chophysical fl ux.

Bill Powers: Wayne says: “There are many created realities, some 
comprising perceptual ‘objects’ (e.g., a laser beam), some comprising 
conceptual stuff  (electromagnetic fl ux), both dealing with the same 
phenomena.”

Is this a correct diagram of what the above says?

           perceptual stuff perceptual created reality
“The same phenomena”

          conceptual stuff conceptual created reality

In other words,

“The same phenomena” are contained in 
Perceptual stuff , which is contained in 
        perceptual created reality, and
Conceptual stuff , which is contained in 
        conceptual created reality.
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Or, is it more like

Phenomena
    Perceptual stuff 
        Conceptual stuff ?

Wayne Hershberger: Neither alternative is quite correct, but the fi rst is 
the closer of the two.

I would say that the natural order immanent in the psychophysical 
fl ux is realized both in the form of perceptual stuff  and in the form of 
conceptual stuff . And when these two types of realization deal with 
the same phenomena, they oft en seem to depict a contradictory nature. 
As perceptual stuff , the desk at which I am sitt ing (an objective percep-
tion) is a static and solid object, but I can simultaneously regard it con-
ceptually as a collection of whirling dervishes hurtling about within a 
confi ned space virtually as empty as an infl ated balloon. The two types 
of stuff  (i.e., the two types of reality) are, as I’ve said before, twin-born 
of the psychophysical fl ux (there is nothing like reason to make sense 
of something). This is not to say that objective perceptions (e.g., meter 
readings) are not useful in testing hypotheses derived from a theory 
representing a putative conceptual reality, but only that the percep-
tions involved in such tests should never directly involve the phenom-
enon being conceptualized. That is, you do not sett le the geocentric vs. 
heliocentric world-view issue by watching a sunrise.

Further, I do not mean to say that there are only two levels or types 
of reality. For example, within the sphere I am calling perceptual stuff  
are to be found such things as real illusions (e.g., Ames’ window, col-
ored shadows, etc.), which are as diff erent from the other perceptual 
stuff  called real objects as the real perceptual objects diff er from the 
conceptual stuff .

Furthermore, speaking of realities, as if there were a limited number 
of types, is misleading. Reality is but a dimension upon which we or-
der the truth value of our countless epistemic creations—using repli-
cability and parsimony as our criteria.

Bruce Nevin: An observation about the ongoing discussion of episte-
mology: I believe that in your language, Bill, you assume for yourself 
the perspective described by your (our) theory. This is an excellent way 
to test its adequacy, but perhaps deserves calling out for notice.

The theory or model requires there to be a “boss reality” in the envi-
ronment to complete the feedback loop. Without it, perceptual control 
is impossible. So, from its perspective, there has to be a reality there.

However, the theory does not describe this reality or prescribe any 
att ributes, other than that it be present and in at least some respects 

stable so it is capable of being modeled within the perceptual control 
hierarchy.

In an important sense, this environmental reality is hidden from the 
perceptual hierarchy. Its only access to it is proximal stimulation of 
intensity sensors.

In an important sense, this environmental reality is not hidden from 
the perceptual hierarchy. Its model of it is presumed reasonably veridi-
cal because it in fact accomplishes perceptual control requiring feed-
back through the environment.

There are two senses of “model” possible here. The perceptual hi-
erarchy may create a model of reality at higher levels of control. It is 
likely to use language to do this. Like any model, it is imperfect and 
requires periodic amendment. Because it is maintained at a high level 
of the control hierarchy, response to confl ict is slow. The capacity for 
amendment is in the control hierarchy that holds the theory, not in the 
theory itself.

The second sense is that there is a model immanent in the percep-
tual control hierarchy as a whole. In its capacity to control perceptions, 
whatever the feedback through the environment might be, the percep-
tual control hierarchy is a kind of refl ection of the environment. Like 
any model, it is imperfect and requires periodic amendment. Unlike 
many models, it includes this capacity for amendment in itself. Speed 
of response to confl ict varies with the level of the confl ict. Call this 
model 1 and the other sense of “theory” model 2.

I think it was the more primitive sense of the implicit, immanent 
model 1 that applied when I said “capable of being modeled within 
the perceptual control hierarchy.” Must “boss reality” be capable of 
being modeled in both senses? Does it have to be able to sit still for its 
picture to be taken, so to speak?

Bill, you are assuming the perceptual-control-theory model 2 (the-
ory) as your perspective in talking about knowability. Anything not 
countenanced in that model you suspect is illusory. And you are using 
your model 1 to test the model 2, as indeed are we all.

We have a primitive sense that what appears to be there in the envi-
ronment is real (naive realism). We can talk ourselves out of this if our 
model 2 (theory) calls for it. We can also ignore perceptual signals if 
our expectations say they are not there—if associated error at higher 
levels is not signifi cant. The two cases seem to me entirely alike.

Suppose there were a physical, mechanistic basis for our primitive 
sense of the reality of our perceptions. This doesn’t entail that this sense 
be articulate enough for us reliably to distinguish illusion and halluci-
nation, something that we appear not to do. I would base this sense in 
the continuum of the environment outside the skin with the biochemi-
cal and biomechanical environment inside it. Awareness of this would 
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probably have an intuitive and emotional quality rather diff erent from 
the att ention to perceptual signals that usually concerns us. At its peak, 
an awareness of being part of a larger unity, perhaps.

But anything not countenanced in our model 2 or theory (the one we 
have adopted as our perspective) we suspect is illusory. For good rea-
son: naive realism runs into well-known diffi  culties. And these intui-
tive apprehensions are global rather than particular. I think, too, that 
this sort of apprehension of the reality of reality is undemonstrable 
within the perceptual hierarchy. It is only apprehensible to it. Does 
that mean it is part of the environmental feedback for the control hier-
archy? I don’t know.

As we all know, “boss reality” doesn’t really sit still for its picture to 
be taken. A model 2 or theory is possible only by categorization, sub-
sumption with neglect, conventionalization, language. Only a model 
1 with its continuous, live tracking can be veridical, and that only in a 
limited and local sense.

Theories are models 2 of perceptions in our model 1, which is a 
model or refl ection of reality. All but the specifi c environmental feed-
back being tracked and controlled for is hidden from the model 1. 
Potentially, nothing is hidden from models 2, but their precision and 
accuracy are suspect. Partly this is because they are constructed us-
ing conventionalized social products such as verbalized categories. 
Partly it is because their responsiveness in the face of aniccha, imper-
manence, is too slow.

The obvious generalization is to speak of a level -1 model as most lo-
cal and most accurate, a level -2 model, and so on, up to the models 2 of 
the system-concept level (some idealization here about the sequential 
separation of levels, as we know). Assuming of course that our model 
2 of perceptual control is veridical.

As students, we take your verbalizations about error signals from 
your comparators as indications for sett ing reference values in our 
own. Which we might do, or we might verbalize error signals in turn. 
A reciprocal process called communication, of course.

This is a test. This is only a test.

Martin Taylor: Bruce, I would like to raise a fl ag to signal my objection 
to your claim that model 1 can be veridical “only in a limited and local 
sense.” It is true that mathematical theories of physical “reality” take 
us a lot further than intuitive physics in predicting the behavior of the 
world, but it is not so clear that this is true for the less simple sciences. 
Physics is, aft er all, the only science so simple that the most intelligent 
humans have a reasonable hope of understanding some of it.

But we do behave reasonably successfully in the much more com-
plex world of nutritious and poisonous foods, friends and enemies, 

and so on, for which linguistically (e.g., mathematically) based models 
do a lousy job.

Bill Powers: Wayne: “I would say that the natural order immanent in 
the psychophysical fl ux is realized both in the form of perceptual stuff  
and in the form of conceptual stuff .”

You have picked the fi rst of my representations.
So does your model looks like this?

A:

    Perceptual stuff Perceptual reality

Psychophysical fl ux

    Conceptual stuff Conceptual reality

Or would you draw it this way?

B:

Or this way? 

C:

(Psychophysical fl ux includes 
more than perception and con-
ception together.)

(Or with perceptual and con-
ceptual interchanged.)

Psychophysical fl ux

Perceptual stuff 

Conceptual stuff 

Psychophysical fl ux

Perceptual stuff 

Conceptual stuff 
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Or this way? 

D:

Or this way?

E:

Or some other way?
Bruce: Isn’t the concept of models 1 part of models 2?
What we know is the world of direct experience. If this is what Wayne 

means by the “psychophysical fl ux,” then I would agree with him, but 
I would not use that term. To say either “psycho-” or “-physical” is to 
introduce description, characterization, and classifi cation, which are 
added to what we observe and go beyond what we observe. The term 
“psychophysical” introduces a model and a theory right at the begin-
ning of the discussion, which for me is too early. I want to explain the 
psychophysical fl ux, not assume it as a premise.

I do take the viewpoint of the hierarchical-control-theory model in 
explaining the structure of subjective experience. I take the viewpoint 
of the physics model in explaining the structure of the environment and 
brain. The purpose behind doing either one is to explain the way the 
world seems to me, as it is directly experienced. The ultimate criterion 
of truth for me is not any principle of philosophy, physics, neurology, 
or logic. It is simply whether these viewpoints, considered together, 
explain in an honest, testable, and self-consistent way what is puz-
zling to me about the world that I experience directly. I am not puzzled 
about its existence. I am puzzled about why it works as it does.

Why do I prefer honesty, testability, and self-consistency? Because 

I like such things. Everything seems to work bett er when such prin-
ciples are accepted as constraints. Highly recommended. Best buy. But 
not proven.

Model 1 is an assertion about the brain’s built-in abilities to gener-
ate a perceptual world based on an external physical world. So it al-
ready contains an assertion about an independent physical world and 
a world of brain function. Model 2 extends model 1 to higher levels of 
brain function, by explicitly introducing modeling in terms of sym-
bolic processes. But aren’t these two models simply ways of classifying 
subsets in the general hierarchical-control-theory model?

Is either one more “real” than direct experience?
All of science, in my view, revolves around direct experience. We 

don’t require models to explain each other: they are all required to 
explain what a human observer can experience, and how human ac-
tions and spontaneous changes in the observed world aff ect human 
experience. A theory or a model must bring order into the relationship 
between actions and perceptions, where “perceptions” includes both 
unaided human observation and observations of the readings gener-
ated by instruments (there’s no fundamental diff erence).

To me, it is simply a fact that I don’t experience anything but the sur-
face of the world. I don’t understand how anyone can claim that this 
is all there is. All you have to do is dig a hole, and you will see that the 
surface of the ground is held up by something else. That something 
else is hidden from the senses until you dig the hole. What holds it 
up is hidden until you deepen the hole. I see no hope of ever seeing 
what holds it all up, at the center of the Earth: long before we could 
get there, our shovels would melt. I’m willing to entertain the possi-
bility that there is really a nickel-iron core in the center of the Earth. I 
do not, however, confuse that possibility with an actual experience of 
the Earth’s core, the only incontrovertible verifi cation of the possibility. 
Another theory might claim that there is a black hole at the center. The 
universe is not expanding: we are shrinking into the event horizon of 
the black hole. How would we verify that?

Hierarchical control theory is verifi able to the extent that it predicts 
classes of perceptions that we can actually experience and control. 
Control theory is verifi able to the extent that it predicts relationships 
among actions and perceptions that we can actually experience. In nei-
ther case, however, can we verify intermediate processes required to 
make the model work but which don’t themselves correspond directly 
to aspects of direct experience. None of us, for example, can verify that 
these processes take place in a brain. That is conjecture. We will only 
know that these processes take place in a brain when we can link each 
process to a perception or measurement of activities and relationships 
in a brain and show beyond doubt that aff ecting each process as mea-

Psychophysical fl ux
(Or with perceptual and con-
ceptual interchanged)

Psychophysical fl ux
(Or with areas overlapping.)

Perceptual stuff 

Conceptual stuff 

Perceptual stuff 

Conceptual stuff 
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sured aff ects direct experience exactly as predicted. On the way to doing 
this, our conceptions of the intermediate processes in the model will un-
doubtedly change, and radically. The only things that must not change 
are the correspondences between variables in the model and aspects of 
direct experience. They provide the anchor points in reality.

In perceptual control theory and hierarchical control theory, certain 
identifi able aspects of direct experience are labeled “perceptions,” and 
they correspond one-to-one with specifi c signals in the model (or they 
would if the model were complete). This does not change direct expe-
rience. It does change what we think about direct experience. We are 
led to think of all descriminable aspects of the experienced world as 
“perceptions,” not just as givens. The perceptual signals in the brain 
model are linked theoretically through physical properties of neurons 
to other signals, and eventually to variables in the physical model of 
the world. The physical model deals primarily with variables and rela-
tionships that do not correspond to perceptual signals: a world beyond 
the senses. As predicted, we do not experience electrons, light waves 
or quanta, force fi elds or energy. The physical world becomes directly 
experiencable only at contact points established by meter readings of 
various sorts. What we experience is a meter reading, not the physical 
process that gives rise to it. Processes intermediate to those contact 
points and the physical variables on the other side of the meter remain 
conjectural and unverifi ed. Therefore, the two models together imply 
that what we perceive is not necessarily in direct correspondence to 
the entities and relationships in the world proposed in the physics 
model. If we choose to use both models, the viewpoint we must take is 
that the world of experience is derived from or dependent on another 
world that is not experienced, just as the surface of the ground that we 
can see and touch is held up by deeper layers of unknown composition 
that remain invisible and intangible.

This is the only viewpoint I can see that is consistent with physi-
cal models, neurological or biological models, functional models of 
the brain, and direct experience. What we experience is not a model. 
Everything we say about experience is.

Wayne Hershberger: Bruce says, “As we all know, ‘boss reality’ doesn’t 
really sit still for its picture to be taken.”

What!? You boggle my mind.
Your sentence implies what it denies: that is, although we cannot 

picture it, “we all know... ‘boss reality.’“
Perhaps you meant to say that, although we can picture it, we cannot 

know boss reality. But, of course, such a transcendental reality as that 
smacks more of heaven than earth.

The relationship between a hierarchical control mechanism and its 

environment is a much more mundane aff air than picturing a tran-
scendent reality. You imply in the following two paragraphs two dif-
ferent avenues of access:

“In an important sense, this environmental reality is hidden from the 
perceptual hierarchy. Its only access to it is proximal stimulation of 
intensity sensors.”

“In an important sense, this environmental reality is not hidden from 
the perceptual hierarchy. Its model of it is presumed reasonably veridi-
cal because it in fact accomplishes perceptual control requiring feed-
back through the environment.”

I am not sympathetic with the fi rst point. To say that the environ-
ment is hidden by all the proximal stimuli is to paraphrase the fellow 
who claimed not to be able to see the forest for all the trees. (E.g., “Gee 
offi  cer, I couldn’t see the fi replug; my eyeballs got in the way.”) Also, 
don’t forget that the “intensity sensors” are spatially arrayed and sen-
sitive to various forms of energy—over time. Further, transducers such 
as radar scopes vastly expand the range of our biological transducers. 
More trees to obscure our view?

However, I am favorably impressed with your second point, which 
is very similar to one I addressed last year—before you logged on to 
CSGnet. At that time, I observed that sensed eff erence aff ords a sig-
nifi cant window to the world; that is, when an environmental vari-
able is being controlled, sensed eff erence refl ects the environmental 
disturbance (e.g., the weight of an object is proportional to the eff ort 
required to heft  it). This principle provides a basis for the ideas of J. G. 
Taylor. Since that time, I have come across a delightfully lucid exam-
ple from physics. Some physicists (Gerd K. Binnig & Heinrich Rohrer) 
won a share of a 1986 Nobel Prize by capitalizing on this principle in 
their design of the scanning tunneling microscope, STM.

The STM operates by passing an ultrafi ne tungsten needle over 
the surface of a sample to be studied. A low voltage is applied to 
the needle, creating a tiny electric potential between the tip of the 
needle and the atoms on the surface. Although the needle and the 
sample never touch in the classic sense, quantum fl uctuations en-
able electrons to “tunnel” through the intervening distance, hence 
the microscope’s name.

The current passing between surface and tip depends on the 
distance between them. A feedback mechanism continuously 
repositions the needle as it scans over the surface to maintain a 
constant voltage: the undulations of the needle are studied to re-
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construct the sample’s contours. (Scientifi c American, June 1990, 
p. 26)

Bill Powers: Wayne, you comment to Bruce: ‘Perhaps you meant to 
say that, although we can picture it, we can not know boss reality. But, 
of course, such a transcendental reality as that smacks more of heaven 
than earth.” Is that “of course” an argument against the proposition, 
or a bit of innuendo associating Bruce with a proposition that you do 
know how to refute? You must have a bett er reason than that for reject-
ing the possibility of a boss reality. Are you arguing against the uses of 
imagination?

Bruce Nevin: Wayne—sorry to butt  in where angels fear, etc, I was 
supposing (out loud) why Bill might speak of aspects of reality be-
ing hidden. If Bill assumes the point of view of a perceptual-hierarchy 
model, and we assume a perspective supposedly outside of both that 
model and that which it is modeling, then we see that the only contact 
that a perceptual-hierarchy model has with “boss reality” is proximal 
stimulation of intensity sensors.

What might lie beyond that, accessible or potentially accessible (di-
rectly or in a further mediated, i.e., inferred, way) by way of proximal 
stimulation of intensity sensors might be refl ected or imaged or mod-
eled in the connections, input devices, and neural signals on up the 
hierarchy from those initial input devices and eff ectors.

Is the fi delity of that refl ection or image or model verifi able? We pos-
tulate that coherent, successful behavior (however we defi ne that) as 
an outcome of ongoing perceptual control constitutes a demonstration 
of fi delity. But the existence of confl ict and reorganization must then be 
a demonstration of less than full fi delity. Since everything is connected 
to everything else, I suppose it might be argued that the “representa-
tion” immanent in the control hierarchy is complete—the universe in 
a grain of sand. But completeness in the same sense must be accorded 
the control hierarchy of a turkey.

All of which is only to say. there are grounds for assurance that the 
world of forces and impacts is there, but not for assurance that one 
knows everything going on in it. This is diff erent from saying that 
some knowledge of it is in principle inaccessible. I know of no basis 
for either affi  rming or denying that.

As we all know, our pictures of “boss reality’ are imperfect. (Our 
pictures: our snapshots, portraits, models, theories.) We know this by 
internal inconsistencies (confl ict), and the very provision of means for 
revision (reorganization) in the model itself indicates that coevolution-
ary mutual adaptation is an aspect of that which we are modeling. A 
moving target indeed. I think this formulation is not ambiguous so as 

to allow the pernicious interpretation entailing that we “know ‘boss 
reality,’“ an interpretation that I did not intend in the original formula-
tion. It relies only on our own perceptions, and on the assumption that 
these refl ect reality, etc., as above.

I wonder if it would be useful to consider Bateson’s distinction be-
tween pleroma and creatura, the old Gnostic terminology by way of 
Jung, in place of the mind/body dichotomy that is the usual starting 
place for epistemology. From this perspective, the perceptual control 
hierarchy in a living control system is part of a continuum of cyber-
netic feedback loops extending throughout “boss reality.” The fact that 
a control hierarchy is more strictly organized than other parts of this 
cybernetic soup is an important distinction as regards the control (be-
havioral) aspects of perception, but does not bear so strongly on the 
receptive (observational) aspects of perception.

A sense-intensity receptor is a diff erence detector, as I understand it. 
A perceptual signal is then news of a diff erence as it enters the control 
hierarchy by way of a receptor from some other part of pleroma, and 
as it passes up the hierarchy being transformed into other diff erences 
that make other diff erences in turn. The combining of signals to make 
a signal of a diff erent type is unique to control hierarchies, I suppose.

Wayne Hershberger: Bruce, a cybernetic perspective is certainly very 
appropriate. In fact, that is exactly my point. The environment is an 
Integral component of cybernetic systems, and Bill’s model is no ex-
ception. To speak of the environment as being outside Bill’s model 
makes no cybernetic sense to me. It is OK sometimes to linguistically 
“zero” the environmental part of Bill’s model (he certainly has great-
er proprietary claims on the internal hierarchical part) just so long 
as we don’t forget that the loops are closed through an environment. 
Cybernetically, the environment is part of the epistemic system.

Bruce, you ask, “Is the fi delity of that refl ection or image or model 
verifi able?” If I understand what you are saying, “verifi cation” can-
not possibly entail a demonstration of any correspondence between 
the “model” and what you are calling “boss reality” (there is no one 
to bring the boss). So, it seems to me that boss reality is really a gold 
brick: a charming fellow who is nowhere to be found just when you 
need him.

Bill, if I were to draw Venn diagrams, I think I would want to label 
them as shown below, meaning that the natural order immanent in the 
psychophysical fl ux is realized both perceptually and conceptually. 
Further, there is more natural order in the psychophysical fl ux than is 
currently dreamt of in our philosophies, meaning only that the subset 
boundaries are not fi xed.
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Beyond this, I am reluctant to go, because it seems that I would then be 
doing what I claim we should not be doing: confusing control theory 
with cosmology.

However, I admit that the expression “psychophysical fl ux” does re-
fl ect my control-theory perspective. When I think of “the psyche,” I 
tend to think “reference values,” and when I think of “the physical,” I 
tend to think “disturbances.” Each of these is an input to the canonical 
control loop, giving the loop psychical and physical poles. These poles 
are as inseparable as the poles of a magnet, making the canonical loop 
(incorporating the two inputs) a psychophysical whole.

The canonical control loop may be partitioned into separate arcs by 
a mechanism-environment interface, but the location of this interface 
is an accident of nature and does not separate matt er from mind. The 
loop itself is not psychophysical, in the sense of comprising a mental 
arc plus a material arc separated by receptors and eff ectors.

That is what I think—I think.

Bill Powers: Wayne, Bruce has reiterated the basis in the control-sys-
tem model for entertaining the concept of a boss reality. Your response 
basically says that if it’s impossible to fi nd the correspondence between 
the boss reality and perception, why bother with the concept?

You open that comment with: ‘The environment is an integral com-
ponent of cybernetic systems, and Bill’s model is no exception. To speak 
of the environment as being outside Bill’s model makes no cybernetic 
sense to me.”

Your comment and Bruce’s fi nally, maybe, perhaps, have joggled me 
into the right point of view for explaining my recalcitrance and pos-
sibly bringing our mysterious controversy to an end.

Yes, in my model there is always an environment and a behaving 
system. Neither makes sense without the other. I have always taken 
both into account. So follow me as I outline a chain of reasoning, and 
see if there is any point where you detect a weak link.

We’re being modelers now. Imagine a sheet of paper on which we 

draw two boxes, an Environment on the left  and an Organism on the 
right. We don’t need to model the environment; that has already been 
done bett er than we could do by physics, chemistry, and if you want 
to include raw meat, anatomy and neuroanatomy. We can put physical 
variables into that Environment together with all the laws that express 
relationships among them.

What we’re trying to model is the organism part. So we draw two 
arrows: one from the environment to the organism, representing ef-
fects the environment has on the sensors of the organism, and one 
representing eff ects the output devices of the organism have on the 
environment. We are sitt ing up here with a good view of the paper, so 
we can see what is in the environment and what we’re putt ing into the 
organism.

The challenge is to build a model of the organism so it will interact 
with the environment exactly as the real organism does. This means 
that basically we can give the model no help other than to provide it 
with the functions and interconnections that will, by their operation, 
generate some sort of behavior. When we guess wrong, we fi nd that 
the functions and interconnections do something, but it bears no resem-
blance to real behavior. We just keep fi ddling with the model until it 
behaves correctly. This leads us to a hierarchy of control systems, and 
so on.

If this model is to be complete, however, it has to reproduce not just 
behavior, but experience. In other words, the physical environment 
over on the left  has to appear to this model just as it does to us. If we 
see intensities, the model has to see intensities. Simple receptors ex-
cited by various forms of physical energy will do for that. If we distin-
guish sensations in which diff erent intensities are interchangeable, the 
model must do so. No problem: weighted sums seem to make sensa-
tion perceptions depend on physical variables as they should.

As we go higher, the problems become tougher, but we know what 
we’re working toward. We want the model to contain signals repre-
senting confi gurations, transitions, events, and the rest, because we 
can see the world in such terms. We can’t just tell the model about 
such things, of course; it has to contain the equipment that will, all by 
itself, derive such perceptions from its inputs. At the moment, we’re 
prett y far from being able to do that, but we can at least draw boxes 
into the model showing where we will put the machinery for deriving 
the signals once we know what it is. As we know what the signals have 
to correspond to in our own experience, we can label them: “event 
perception,” “relationship perception,” “category,” etc., correspond-
ing to our subjective analyses of private experience. The model has to 
have those same private experiences. It has to have all the private ex-
periences that we can discriminate into “natural kinds.” That includes 
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thought and reasoning.
If we now want to go far beyond where we are in the process of 

building this model, we may want to ask about epistemology. From our 
perch above this sheet of paper, we can see both the physical variables 
in the environment and the perceptual signals inside the organism 
model, the model of the person. It’s perfectly clear that the perceptual 
signals are derived in systematic ways from energy fl uxes connecting 
the physical variables to the sensors. As we fi ll in the boxes, we come 
to understand the details of that correspondence: just how an object in 
the environment, through the properties of light and optical devices, 
and through the photoneural receptors, comes to give rise to signals 
indicating its size, its distance, its shape, its orientation, and so on.

But now we come to the crux of the problem. We want to let the 
model fi gure out what there is external to it that corresponds to its 
perceptual signals. For example, the object it is looking at is actually 
a hologram, and all that actually exists in the environment is a set of 
wavefronts of light that don’t actually originate at the surface of an 
object. How does the model go about checking into the reality of the 
object? We have no problem; we can see exactly what is going on. 
But how can the model fi gure it out without us to whisper in its ear? 
The model doesn’t necessarily understand holograms (this has to be a 
model of any person).

One way is for the model to extend a limb to bring its visual image 
into the same region of visual space as the apparent object. If no con-
tact is felt, the object could be considered intangible (that being what 
intangible means). But is it an intangible object in that position, or is 
there no object at all? Is this some kind of plasma object, or a less fa-
miliar trick of nature?

Solving this problem would clearly require a lot of sophistication 
and experience on the part of the model. It would have to compare 
what one set of sensors reports with what another set reports. It would 
have to form hypotheses and test them by performing appropriate 
acts. In the end, it would probably narrow the possibilities down to a 
small set, and on the basis of preference or niceness or some general 
principle, pick one of them as the answer.

Would it pick the same answer we would give from our omniscient 
point of view? Possibly, possibly not. In truth the model would have 
to know everything we know about the environment, and interpret its 
information exactly as we interpret it, and know what operations take 
place inside its own perceptual functions (which are not represented 
in the signals) to arrive at exactly the correct conclusion about what 
corresponds to any of its perceptual signals.

There is one thing we can be certain that this model can’t do. It can’t 
rise out of the plane of the paper and peer across at the environment 

model to see what is going on there. We have given it no abilities that 
would allow it to see the environment except through the raw sen-
sitivity to energy at its input sensors. The line separating it from the 
environment is a barrier that can be crossed only at the most primitive 
level, by physical energy.

So, for this model, as we have constructed it, we can know for certain 
how its perceptual signals correspond to what is happening in the en-
vironment model, but it can’t know for certain. All it can do is entertain 
possibilities. One of those possibilities might be absolutely correct. But 
it can’t know which one, if any.

So that is the epistemology of the model. Now what about our own?
If this is indeed a model of a human being, if we’ve got everything 

right, then it is a model of the observer, of ourselves. It is a model of us 
sitt ing up here and looking down at a sheet of paper on which there 
are diagrams of an environment and of a nervous system. The model 
has eyes and limbs; they are models of our eyes and limbs. The model 
has sensors and neural signals which are supposed to represent our 
own sensors and neural signals. The model, if it were looking at a sheet 
of paper with diagrams on it, would know of those things only in the 
form of neural signals inside itself. As the model can’t rise out of the 
plane of the paper to see what is really in the other diagram, the dia-
gram of the environment, so we can’t rise in a fourth dimension out of 
our brains, to peer at whatever it is that is causing our neural signals. 
As the model can’t sense the internal workings of its perceptual func-
tions and use that information to deduce what is causing any given 
perception, so we can’t deduce the transformations that lie between 
the environment and our perceptions.

The model might conclude correctly that it doesn’t have access to 
an authoritative picture of the environment model; it could reach this 
conclusion simply by noticing that several plausible alternative inter-
pretations exist. On that basis, it might decide that there is no point in 
guessing about a boss diagram that it now realizes it can never experi-
ence directly. It might decide that all it can do is compare one percep-
tion with another, and take that as the beginning and end of reality. 
The boss diagram is an unnecessary frill, a religious superstition; it is 
to laugh.

Of course we, sitt ing up here, would laugh at that, knowing what a 
mistake it is. There really is a diagram of the environment there, and it 
really does have a particular state, and the model hasn’t been so far off  
the track as to be completely hopeless. At least it could survive in its 
interactions with the environment on the basis of what it has deduced. 
What it thinks it is controlling is at least equivalent, in the necessary 
ways, to what it is actually controlling. It might have omitt ed a confor-
mal transformation or two here or there, but because it omits the same 
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transformations from perception of its own actions, the two mistakes 
cancel for all practical purposes. And if it gives up now, assuming that 
all there is to be known exists already in the perceptual world it has 
constructed for itself, it’s going to miss most of the fun.

And what of us? We sit up here, experiencing our own perceptions, 
and debating whether or not they are connected to a physical world, 
and if so, what kind of physical world. If we believe what the model of 
the person seems to imply, then we are in the same fi x it is in: we ex-
perience our perceptual signals, but there is nobody sitt ing in a higher 
place still who can tell us what the environment diagram really looks 
like. We have to fi gure it out on our own, each in an individual private 
world.

So that’s where my epistemology comes from. It comes from trying 
to think of a model that behaves and experiences like a person, and 
is built the way a person is built with sensors and a nervous system 
and eff ectors. The fi nal step, to my personal epistemology, is simply 
an application of the model to myself. The model contains my best 
understanding of how the nervous system on the right, and the envi-
ronment on the left , work and interact with each other. If I now don 
this model and imagine that I am experiencing the world from inside 
it, I transform my understanding of the physical world that seems to 
surround me. I realize that a very plausible thing to say about it would 
be: it’s all perception.

But it is not implausible to add “... of something else.”

Wayne Hershberger: Bill, a thought has occurred to me that you might 
agree would prove helpful. It seems to me that the litt le man model 
might be said to know where the target is, while knowing nothing 
either of computers or of yourself, his creator. That is, it seems to me 
that if you were to rewrite your essay, putt ing the model in a computer 
where it can function as a simulation, the epistemological implications 
might appear more clear-cut.

Bill Powers: Wayne says, “... if you were to rewrite your essay, put-
ting the model in a computer where it can function as a simulation, the 
epistemological implications might appear more clear-cut.” Actually, 
that is the route I took to my present position, only it came from build-
ing real systems more than from simulations. In the late 1950s, for ex-
ample, Bob Clark and I built an “isodose tracer” that used an analogue 
computer as a control system to make a tiny radiation probe move 
along curves of constant radiation intensity in the beam of a Cobalt-
60 treatment machine (VA Research Hospital in Chicago). In the early 
stages, we got some strange curves, because the long stem that held 
the probe turned out to be radiation-sensitive. The control system was 

keeping what it assumed to be sensed radiation at the probe tip con-
stant, but it couldn’t know where that radiation was being detected. 
The variable under control wasn’t quite the one that was supposed to 
be under control.

I’ve mentioned the voltmeter eff ect before: the reading on the volt-
meter is not the “true” voltage because the meter draws current. In my 
electronics ventures with radiation probes and photosensitive equip-
ment, oft en incorporated into control systems, it was almost always 
necessary to correct the meter readings when measuring low-current 
high-voltage sources. Automatic control of such voltages required 
compensation so that the “real” voltage, not the measured voltage, 
was controlled.

The whole world of electronics is fraught with examples. A simple 
circuit board is, to the electroniker, largely imaginary. The surface ap-
pearance of the board has almost nothing to do with what is “really” 
going on. Every component carries in it mysterious properties like 
resistance, capacitance, inductance, and amplifi cation that are never 
experienced directly. (Voltage is one example, but it doesn’t feel like 
voltage. It feels like hell.) Usually, such things are known only aft er 
calculations based on the few contact points with direct experience. 
Yet when you assume that such things exist in some boss reality, as you 
must in order to make any sense of “correcting a meter reading,” the 
result is the power to make things happen in highly predictable ways. 
You adjust a tuned circuit a litt le below resonance, so it will be exactly 
at resonance when you remove the capacitance of the probe you’re us-
ing to measure the response. The true operation of a circuit is what you 
deduce would take place if you weren’t measuring anything!

You’ve picked this diagram from the possibilities I suggested:

“Immanent order” wouldn’t be a bad term for “boss reality.” From 
my viewpoint, it has the nice implication that there can be order with-
out our knowing what it is. But I have some more questions.

By choosing the diagram in which the immanent order extends be-
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yond the boundaries of the realizations, you have agreed with me that 
there is more to know than meets the eye. By making the two realiza-
tions independent and non-overlapping, you have said that each has its 
own relationship to the immanent order independently of the other.

In this diagram, there’s no connection shown between perception 
and conception, nor any indication of how these “realizations” might 
relate diff erently to the immanent order. You describe the fi gure as a 
Venn diagram. This implies that within the outer boundary there is 
some immanent order, and that it’s simply marked off  into regions, 
with the elements of the largest fi eld being no diff erent inside and out-
side the two “realizations.”

As you didn’t specify the diff erence inside and outside the realiza-
tions, there are two possibilities:

A realization is simply a noticing of something that was always 
there, the noticing in no way altering what was always there but mere-
ly bringing it into the fi eld of att ention.

A realization is some transformation or projection of the immanent 
order, so that the realization is an invention or at least an expression 
of the nature of the system becoming acquainted with the immanent 
order.

In both cases, there is an implicit relationship between a realization 
and the immanent order. In the fi rst case, the realization is completely 
passive; it is merely recognition. In the second case, there is a diff er-
ence between the realized and unrealized states of portions of the im-
manent order. Does either of these choices fi t your conception?

I take it that the rationale for the term “immanent order” is that nei-
ther perception nor conception is random; that both refl ect some or-
derliness that constrains them. Does this not imply some eff ect of the 
immanent order on the realizations?

Wayne Hershberger: Bill, you said: “Yes, in my model there is always 
an environment and a behaving system. Neither makes sense without 
the other. I have always taken both into account. So follow me as I 
outline a chain of reasoning, and see if there is any point where you 
detect a weak link.”

That is like waving a red fl ag in front of a bull. How can I refuse? 
Here goes.

Although you said, as quoted above, that the environment is in your 
model, you soon spoke as if it were external to it: “But now we come to 
the crux of the problem. We want to let the model fi gure out what there 
is external to it that corresponds to its perceptual signals. For example, 
the object it is looking at is actually a hologram, and all that actually 
exists in the environment is a set of wavefronts of light that don’t actu-
ally originate at the surface of an object.”

The basic (perhaps only) problem I see is your confusing separate 
issues. In your elaborate analogy, there is one dichotomy (creator-cre-
ated) and one dyad (organism-environment). You confuse the two, 
shift ing from one to the other as though they were one and the same. 
As I have said before, this confuses physiology with metaphysics.

For example, you say that “... we can’t rise in a fourth dimension 
out of our brains, to peer at whatever it is that is causing our neural 
signals.” The fi rst part of this remark, mentioning a fourth dimension, 
is alluding to the inability of the created dyad to assume the epistemic 
perspective of the creator (epistemology), whereas the last part is con-
cerned with the relationship between the two parts of the created dyad 
(sensory physiology). Apples and Oranges.

Then you reverse course and switch from sensory physiology back 
to epistemology with the following remark, eff ectively by substituting 
the word “perceptions” for the words “neural signals” (moral: percep-
tions are not to be equated with perceptual signals).

“As the model can’t sense the internal workings of its perceptual 
functions and use that information to deduce what is causing any giv-
en perception, so we can’t deduce the transformations that lie between 
the environment and our perceptions.” If a neural model could moni-
tor its role in the perceptual process, could it deduce the nature of the 
transformations that lie between the neural model’s signals and the 
neural model’s environment?

You also say: “‘Immanent order° wouldn’t be a bad term for ‘boss 
reality.’ From my viewpoint, it has the nice implication that there can 
be order without our knowing what it is.” Yes, exactly. It seems to me 
that the expression “immanent order” (or natural order, or what have 
you) would be a much bett er term for your purposes than “boss real-
ity,” for precisely the reason you mention. The word reality connotes a 
verifi ability you are denying to “boss reality,” making the expression 
an oxymoron.

And: “By choosing the diagram in which the immanent order ex-
tends beyond the boundaries of the realizations, you have agreed with 
me that there is more to know than meets the eye.” No. I think there is 
a point of agreement here, but not for the reasons you say. The aspect 
of the diagram that implies that there are some things which can be 
known but which do not directly meet the eye or the ear or the other 
sense organs (e.g., your example of voltage) are the elements which 
are both in the set labeled conceptual realizations and not in the set 
labeled perceptual realizations. In contrast, the elements that are in 
neither subset (neither type of realization) simply imply an imma-
nent order which is not realized—either perceptually or conceptually. 
Whether this unrealized order is potentially realizable is something a 
static Venn diagram doesn’t capture. But if one takes the view that at 
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least some of the immanent order unrealized at present might be real-
ized in the future, it is presumptuous to suppose that this realization 
cannot be perceptual. Further, any immanent order which cannot pos-
sibly be realized at any time in either way is simply not to be known; it 
does not mean that there is more to know than can be known. I readily 
admit that there can be more than what-can-be-known, but I cannot 
agree that there is more to be known than what can be known, without 
contradicting myself. Nor can you. We are talking here about the limits 
of the epistemic process, not the limits of a man—obviously, there is 
more to be known than any one man will ever know.

“By making the two realizations independent and non-overlapping, 
you have said that each has its own relationship to the immanent order 
independently of the other.” I would say that one is not a subset of the 
other, but their intersection is not nil, meaning that the two realizations 
are independent of each other. Your drawings did not seem to include 
this alternative, so I selected the one which I thought would “suggest” 
independence (actually non-overlapping subsets depict mutual exclu-
sion, a form of dependence).

“As you didn’t specify the diff erence inside and outside the realiza-
tions, there are two possibilities:

1. A realization is simply a noticing of something that was always 
there, the noticing in no way altering what was always there but mere-
ly bringing it into the fi eld of att ention.

2. A realization is some transformation or projection of the immanent 
order, so that the realization is an invention or at least an expression 
of the nature of the system becoming acquainted with the immanent 
order.”

Your two alternatives are not a matched set. They are not necessarily 
mutually exclusive.

First the latt er: The expression “system becoming acquainted with 
the immanent order” seems to me to suggest that the “system” tran-
scends (stands apart from) the immanent order. That would insinuate 
a gratuitous wild card. For me, the system becoming acquainted with 
the immanent order must be part and parcel of the immanent order. 
Perhaps they are even coextensive. The system responsible for the 
two types of realizations is best characterized as an ecological system 
(i.e., an organism-environment dipole). If we att ribute the “becoming 
acquainted” merely with the organism pole and the immanent order 
merely with the environment pole, we are being arbitrarily inconsis-
tent. Therefore, if one is to be consistent, it seems to me that the realiza-
tions would inevitably be “an expression of the nature of the system 
becoming acquainted with the immanent order,” because the system 
(the ecological dipole) becoming acquainted with the immanent order 
is part and parcel of the immanent order.

Now the former: Does “self-acquaintance” rule out the possibility that 
acquaintance is simply a registration of what is “there”? Fortunately, 
the question appears to be academic. If some aspects of the immanent 
order are hidden by the recursiveness of self-acquaintance, or whatev-
er, I would say, so what? Call it Noumenon, and let the faithful worry 
about it, because, by defi nition, it is not to be known.

Finally: “I take it that the rationale for the term ‘immanent order’ 
is that neither perception nor conception is random; that both refl ect 
some orderliness that constrains them. Does this not imply some eff ect 
of the immanent order on the realizations?” The relationship is not 
cause-eff ect, but yes, realizations of both types refl ect some orderliness 
that constrains them.

Bill Powers: Wayne, we keep going around and around on the same 
points without gett ing anywhere. You keep saying that I am missing 
the distinction between modeling and metaphysics, and I keep saying 
that metaphysics is just one of the things a brain can do. Let’s take it 
from the top.

You say, “It seems to me that the expression ‘immanent order’ (or 
natural order, or what have you) would be a much bett er term for 
your purposes than ‘boss reality,’ for precisely the reason you men-
tion. The word reality connotes a verifi ability you are denying to ‘boss 
reality,’ making the expression an oxymoron.” So in your book, “real-
ity” is identical with “verifi able reality.” It’s not, in mine. I don’t need 
to understand electricity to comprehend that touching certain objects 
is highly unpleasant. I can generate acts like touching objects, but I 
can’t decide what their consequences will be. That is decided for me by 
something I don’t sense and only partially conceptualize. I can choose 
whether to repeat a consequence or to avoid it, but I can’t make an act 
have a diff erent consequence. In that department, something else is 
boss.

Are you saying that I must realize in perception or conception the 
connection between an act and its consequence, and verify the nature 
of that connection, before I can accept that there really is a connection? 
Or are you saying that it is suffi  cient to verify only that the conse-
quence reliably follows the act, and never mind why? I would argue 
against the latt er as being simply pre-Galilean empiricism, and reject it 
because it works so poorly in comparison to the method of modeling. 
The method of modeling posits an unseen reality mediating between 
act and consequence, and has most profi tably interpreted nature in 
those terms. The assumption has repeatedly been vindicated. How 
could the purely empirical approach ever predict a new perception, 
and experimentally reveal the link explaining the surface appearance 
of a causal sequence?
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Later in your post, you say, “... if one is to be consistent, it seems 
to me that the realizations would inevitably be ‘an expression of the 
nature of the system becoming acquainted with the immanent order,’ 
because the system (the ecological dipole) becoming acquainted with 
the immanent order is part and parcel of the immanent order.” This 
would be consistent. It would also be an empty generalization, a true 
statement of which one can legitimately ask, “so what?” To say that all 
of knowledge is an expression of the immanent order (whatever that 
is) is meaningless: any statement that is true of everything is trivial. 
Even that statement and my response to it are part of the immanent or-
der. I repeat: so what? Knowing that does not contribute to our under-
standing of any specifi c phenomenon—in fact, it seems to discourage 
asking questions and conjecturing. All of our useful understanding 
comes from discriminating one part of the immanent order from other 
parts, and from realizing that diff erent parts of it have characteristics 
of their own unlike the characteristics of other parts. It is out of these 
diff erentiations that all knowledge comes. From these diff erentiations, 
we come to realize that organisms and environments are not alike. We 
realize that some parts of organisms function diff erently from other 
parts. We realize that brains exist.

And ultimately we are faced with a paradox, the one you and I have 
been arguing about. We fi nd by experimentation that the presence of 
certain signals in a brain is the sine qua non of perception. Remove 
those signals and you destroy, as far as the victim is concerned, a chunk 
of the immanent order. Yet you don’t destroy it for anyone else. What 
other conclusion can we reach but that perception is absolutely contin-
gent on those signals? That puts us, as perceiving entities, inside the 
brain. To deny that would be to destroy the whole structure of percep-
tual and conceptual organization we have so painfully built up. That 
structure is at least as well worked out as any metaphysical argument 
in words, and a lot bett er tested experimentally.

I don’t see that any philosophical conception, any combination of 
words, any exercise of pure reason, can be more persuasive than these 
simple observations. By simple and straightforward reasoning based 
on close att ention to experiment and observation, we are led to con-
clude that the object of perception and thought is a world existing in-
side, not outside, a brain. We can see how this world of experience is 
related to what we conjecture to exist in a physical environment out-
side of us, but we can also see that the relationship is not a simple or 
direct one, nor is it wholly verifi able because of our peculiar circum-
stance of being inside the very system we model and by necessity hav-
ing to perceive and think using its equipment.

Until you can come up with an equally persuasive set of observa-
tions and deductions that lead to a diff erent conclusion, I will continue 

to be satisfi ed with my view of the relationship between consciousness 
and reality. Simply reiterating your point of view without revealing 
and justifying each step of the way that leads to it will not win me over. 
I understand that if I believed as you do, all would be explained. But 
I do not.

Rick Marken: I have gott en behind on this epistemology debate (or 
maybe I just don’t understand it). Could Bill or Wayne give me a short 
(like two-sentence) description of what is being debated? I am wonder-
ing if Wayne is arguing that there is no physical environment, or that 
the physical environment is an unwarranted assumption, or what?

Wayne Hershberger: Bill, we are back where we began. You say: “And 
ultimately we are faced with a paradox, the one you and I have been 
arguing about. We fi nd by experimentation that the presence of cer-
tain signals in a brain is the sine qua non of perception. Remove those 
signals and you destroy, as far as the victim is concerned, a chunk of 
the immanent order. Yet you don’t destroy it for anyone else. What 
other conclusion can we reach but that perception is absolutely con-
tingent on those signals? That puts us, as perceiving entities, inside 
the brain. To deny that would be to destroy the whole structure of 
perceptual and conceptual organization we have so painfully built up. 
That structure is at least as well worked out as any metaphysical ar-
gument in words, and a lot bett er tested experimentally.” And I say 
that ablation (to which you refer above: “Remove those signals...”), the 
technique pioneered in the 17th century to localize mental functions, 
identifi es certain necessary components of the various functions we call 
mental (e.g., vision). It does not identify the necessary and suffi  cient com-
ponents. Without the photon, there is no vision—for anyone. Ablate 
photons and we are all blind. This means that the proprietary aspect of 
our respective experience (my perceptions versus your perceptions) 
are contingent upon our respective brains. That is the argument you 
are making, right? But that does not put us in our respective brains! 
Our feet are too big.

So, you are right, this is where we came in. Perhaps it is time to take 
a diff erent tack. Let me reciprocate by asking you what, if anything, 
is wrong with the following remark (using your terminology): Bill 
Powers’ hierarchical-control-theory model models an aspect of boss re-
ality (the organism aspect), the other aspect (the environment aspect) 
already having been well-modeled by contemporary physics.

Bill Powers: Wayne, what are these mythical “photons” of which 
you speak? I don’t know anyone who has the ability to “ablate pho-
tons.” We can perform various acts, like shutt ing our eyes or pulling 
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the chain on a light, that result in loss of vision, but to att ribute that 
loss of vision to a loss of “photons” goes far beyond anything that is 
observable.

By accepting “photons” as necessary precursors to vision, you are 
leaping ahead to the conclusion you want to reach; namely, that pho-
tons actually exist just as we imagine them to exist. But I can’t accept 
that mode of argument: I want to know the operational basis for every 
critical entity you use in your proofs. I will accept that turning off  the 
lights results in loss of vision. Those are both observables, perceptions. 
I do not accept that you have shown photons either to exist or to have 
anything to do with this phenomenon—not until you tell me your ba-
sis for knowing that

“This means that the proprietary aspect of our respective experience 
(my perceptions versus your perceptions) are contingent upon our re-
spective brains. That is the argument you are making, right? But that 
does not put us in our respective brains! Our feet are too big.” Cute 
comment, but irrelevant. Our perceptions that we call “feet” are cer-
tainly not too big to fi t into a brain: they are precisely small enough to 
pass through a neural fi ber. All aspects of our perceptions are propri-
etary, including our convictions that some are not. If that were not true 
you would have convinced me by now. But you have nothing objective 
to show me to help make your case.

You ask, “... what, if anything, is wrong with the following remark 
(using your terminology): Bill Powers’ hierarchical-control-theory 
model models an aspect of boss reality (the organism aspect), the other 
aspect (the environment aspect) already having been well-modeled by 
contemporary physics.” Sensing a bear-trap, I answer cautiously. Both 
the hierarchical-control-theory model and the physics model purport 
to represent aspects of a boss reality. Both are tested (by a person, using 
a brain and body) by assuming the model to be correct, and predicting 
the eff ects of actions on this boss reality that have consequences we 
can perceive. It is the boss reality that determines whether our predic-
tions work out as we expect, or whether diff erent consequences occur. 
If the consequences are diff erent, we modify our imagined pictures of 
the boss reality in a direction that promises to lessen the diff erence. 
This process converges to some minimum-error condition where we 
declare ourselves satisfi ed with the models. According to both the 
physics model and the hierarchical-control-theory model, this process 
of acting and testing takes place inside a brain. It is not necessary to 
assume that the model in the brain has any particular correspondence 
to the boss reality. It is necessary only to assume that whatever that 
correspondence might be, it is stable over time.

I ask a similar question of you: is it fair to say that you believe (a) that 
there are non-proprietary aspects of our respective experiences and 

(b) that we can say unequivocally what they are?

Avery Andrews: The fi rst wisdom of linguistics is that speakers are 
always wrong when they try to explain why they say what when (the 
stories are pathetic, and tend to fail within 30 seconds). Gett ing behind 
the descriptions to the explanations will be reverse engineering all the 
way (I regard current linguistics as being essentially descriptive, in 
spite of the presence of a lot of talk about explanation).

Bill Powers: Avery says that “... gett ing behind the descriptions to 
the explanations will be reverse engineering all the way...” Beautiful. 
Precisely.

Gary Cziko: I would appreciate Avery and/or Bill giving me a descrip-
tion and example of “reverse engineering.” I have a hunch that all sci-
ence and all nontrivial engineering (i.e., fi nding engineering solutions 
to new problems) is in fact reverse engineering, but I want to know 
more about what this term means before making this claim.

Avery Andrews: Gary: All I meant by “reverse engineering” is that 
there is no quick substitute for fi guring out how it works on the basis 
of analyzing what it does.

Bill Powers: Gary, reverse engineering is a term from (I believe) the 
semiconductor industry. It refers to duplicating the function of some-
one else’s integrated circuit. What with copyrights and patent laws, 
modern reverse engineering gets prett y complex. One team analyzes 
the function of the competitor’s chip and prepares a specifi cation stat-
ing the relationships between inputs and outputs (and other aspects of 
visible behavior) that the “unknown” chip creates. This specifi cation 
is then passed on to a design team which is never given access to the 
chip itself, only to the specifi cation. The design team is never allowed 
to communicate directly with the analysis team. From the specifi cation 
alone, the design team generates a completely new chip design, from 
scratch, that will accomplish exactly the specifi ed functions. I’m sure 
there has to be some cheating—the design team has to know that the 
specs describe a computer, for example, and not a sewing machine.

At any rate, the result is a new chip that can be plugged into the 
same socket that the original chip occupies and works exactly the same 
way, down to the last detail of functioning. This is the ultimate in the 
method of modeling.

In fact, the fi nal chip might not accomplish the functions in exactly 
the same way the original did. Sometimes the new chip proves to per-
form some functions more effi  ciently than the original—in fewer steps, 
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or faster. Presumably, if those aspects of functioning had been part of 
the spec, the design team could have deliberately slowed some circuit 
operations and matched the slowness of the original too! But the de-
sign team, prior to releasing its product, never can know whether it 
has accomplished the functions in the same detailed way that the origi-
nal does. In the fi nal comparison, it is oft en found that some functions 
were reinvented exactly as in the original, while others do the same 
things in a diff erent way. That is what is hoped for—what avoids a suit 
for patent infringement.

This is basically what I am arguing with Wayne Hershberger about. 
We are trying to reverse-engineer evolution (or whomever you want 
to blame). In doing so, we come up with a model of underlying design 
features constituting a system that interacts with its environment just 
as real organisms do. Of course, in doing this, we try to reproduce only 
those functions we understand, and we ignore many others, such as 
skin color, weight, exact lengths of appendages, and so on through a 
long list of “unimportant” parameters. As initial models succeed, we 
bring in more detailed parameters to match, even to the level of neural 
functions in a few cases.

But we can never know that we have accomplished something in 
the same way that an organism accomplishes it, in every detail. For 
that matt er, we have no reason to think that every organism of a given 
species accomplishes its functions in the same way as other organisms 
of the same species. Judging from the very large diff erences in brain 
anatomy that exist from one person to another, in fact, its unlikely that 
all people are internally organized in the same way even if they behave 
in roughly the same way. The brain is plastic and its organization is 
infl uenced by the experiences of a single lifetime. Our reverse engi-
neering is fundamentally limited by this fact: no one model can ever 
reproduce to the last detail the inner functioning of all examples of any 
kind of higher organism, because the originals are not all designed in 
exactly the same way. We will always be limited to modeling the “gen-
eral idea” behind an organism, because that is the limit of consistency 
in the originals. The method of modeling is primarily a method of un-
derstanding individuals, and only secondarily a way of saying general 
things about all individuals. Models must always contain parameters 
that can be adjusted to fi t the “general idea” to a specifi c organism.

This, naturally, has some serious implications concerning the nature 
of scientifi c research into human nature. It’s usually assumed that one 
is dealing with a standard instance of Homo sapiens—the very idea of 
assigning such a term to the whole human race is to assert that funda-
mentally we are all the same. In the psychology lab, great att ention has 
been paid to using a standard animal model—the Sprague-Dawley rat, 
during my formative years. If you have a standard rat or a standard 

person, you should get standard responses to standard stimuli. If any 
human being is as good an example of Homo sapiens as any other, you 
can study groups of people as interchangeable units, drawing gener-
alizations from the data which you assume to be measures of common 
underlying properties fuzzed out by uncontrolled stimuli.

But what if, below some level of observation, there are no common 
underlying properties? Then the whole rationale of statistical stud-
ies of populations collapses. The specifi cation team can’t come up 
with a spec that fi ts all instances of the chip that is to be reverse-engi-
neered. All they can describe, for each parameter, is the average spec. 
As Russell Ackoff  said in a lecture that Dag Forssell has transcribed, 
there’s no way to design the optimum human being by combining the 
optimum spec for each function making up the person. This would be 
like trying to build a perfect car by using the engine of a Rolls-Royce, 
the suspension of a Ferrari, the body of a Chevett e, the carburetor of 
a Chevrolet, and so on. The functions all have to work together in a 
single person; the fi nal workable form of each function depends on the 
fi nal forms of all the other functions. Each part of a person is adapted 
to all the other parts of the same person, not to the same parts as they 
are manifested in other individuals. And the process of mutual inter-
adaptation never ceases.

I use the term “generative model” as Humberto Maturana defi ned it 
(perhaps following someone else). A generative model is one that will 
reproduce the phenomenon of interest by operating strictly from the 
interplay of its own properties. A generative model of control behavior 
is a control system with an input function, a comparator, and an out-
put function, in an environment that links output to input in a specifi c 
way. There is no component in a control-system model that “controls.” 
Control is the result of operation of a system with these functions in it, 
connected as specifi ed by the control-system model, and operating as 
dictated by the input-output properties of each component.

So, given inputs, constraints, and parameters, a generative model 
must always produce some kind of behavior. We can’t necessarily an-
ticipate what such a model will do, but whatever it does is rigidly set 
by the properties we have given it, and by the surroundings with which 
it interacts. We hope that the behavior of the model will resemble the 
phenomenon we’re trying to explain. If it doesn’t (and few models do, 
the fi rst time they are set in motion), we have to modify the model. 
That’s how models grow and improve.

Wayne Hershberger: Bill, you said, “Our perceptions that we call ‘feet’ 
are certainly not too big to fi t into a brain: they are precisely small 
enough to pass through a neural fi ber.” Neural signals in the brain 
might be said to be relatively small, but the replicable perceptions 
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(phenomenal objects) those signals help mediate are not necessarily 
small. Smallness is an aspect of phenomena, and it is a mistake to sup-
pose that the size of a phenomenal object is in any way related to the 
size of the neural signals which help mediate it. You have yourself been 
championing this sort of argument in many of your recent posts.

You also said, “All aspects of our perceptions are proprietary, includ-
ing our convictions that some are not.” No. A proprietary aspect is 
immanent in all experience, or so it seems. But this does not imply that 
there are no other aspects.

“This is basically what I am arguing with Wayne Hershberger about. 
We are trying to reverse-engineer evolution (or whomever you want 
to blame). In doing so, we come up with a model of underlying design 
features constituting a system that interacts with its environment just 
as real organisms do.” Yes. As I see it, we are trying to reverse-engi-
neer the phenomenal domain, and the “spec” that I think is of the fi rst 
importance in this venture (also, as I think Kant was saying) is that 
phenomena are bipolar: in a word, psychophysical. Control theory ap-
pears to be uniquely compatible with this psychophysical specifi ca-
tion, providing one continually recognizes both ends of the dipole—a 
control system and its environment. Perhaps we should change our 
language habits and speak of control subsystem, since the control sys-
tem is only one part (or pole) of the system being captured by our 
reverse engineering.

Bill Powers: Wayne says, “Neural signals in the brain might be said 
to be relatively small, but the replicable perceptions (phenomenal ob-
jects) those signals help mediate are not necessarily small. Smallness 
is an aspect of phenomena, and it is a mistake to suppose that the size 
of a phenomenal object is in any way related to the size of the neural 
signals which help mediate it.” But you assume, in order to say this, 
that phenomenal objects and att ributes of objects are something other 
than neural signals. I assume they are the same thing. How do we get 
past that?

“As I see it, we are trying to reverse-engineer the phenomenal do-
main, and the ‘spec’ that I think is of the fi rst importance in this ven-
ture (also, as I think Kant was saying) is that phenomena are bipolar: 
in a word, psychophysical.” Why do you assume the “-physical” part 
of psychophysical? There is nothing in the physical domain that is not 
derived from perception and thoughts about perceptions. It seems to 
me that you slip your conclusion into your premises. I do not see the 
“psychological” aspect of experience as being on an equal footing with 
the “physical” part. The physical part is a set of ideas, and so is a sub-
set of the psychological part.

I fi nd the topology of your point of view baffl  ing. It seems to involve 

some magical way of knowing things without perceiving them, and 
some way of checking on the meanings of perceptions other than com-
paring them with other perceptions. I can’t grasp the role that you give 
to perceptual signals, or for that matt er, to the brain. I can’t understand 
what position you’re assigning to the Observer—if the observer isn’t in 
the brain, where is it? And where, then, are the objects of observation?

Joel Judd: I’m starting to lose track of what is being claimed as in-
dividual responsibility and what’s being foisted on the environment. 
Don’t we all agree that the “world” is constituted in our perceptions?

Martin Taylor: Joel, I can’t speak for Bill, but in his discussions with 
Wayne, I think I agree with him. I assume that there exists something 
outside ourselves, but it can be known only through our perceptions. 
Our perceptions can be constructed only through the feedback of our 
actions to our sensors, but we can develop internal things (which I call 
structures to avoid words like “simulated worlds” or “world models” 
or “imagined worlds”) that enable us to perform as if there were cer-
tain objects and relationships in the (unknowable) world and not get 
into too much trouble by doing so.

Bill Powers: Mental representations, in hierarchical control theory, 
are identically neural signals arising from sensory receptors. Each 
level of signals enters a higher level of perceptual functions (neural 
computers), many functions acting in parallel, which re-represent sub-
sets of the incoming signals as a new level of mental representations. 
There are 11 such levels in my model, covering (as far as I could) all 
phenomena of perception, all aspects of the experienced world, inner 
and outer, concrete and abstract. I refer to the mental-representation 
signals at all levels as “perceptions,” rather than using diff erent terms 
for low-level and high-level representations.

Comparison implies two things to be compared. In the hierarchical 
control-theory model, one of them is a mental representation, a percep-
tual signal, indicating the current actual state of the perceived world, 
or one aspect of it. The second is also a mental representation, a signal, 
but it represents the state of the same aspect of the perceived world 
as it is intended to be perceived. This is the reference signal. A com-
parator is simply a device that receives these two signals and emits an 
“error” signal indicating the diff erence between the two inputs to the 
comparator. A less pejorative term is “deviation.” An error signal does 
not indicate a mistake. It simply indicates by how much and in what 
direction the current perception deviates from the current sett ing of 
the reference signal. That indication drives the corrective actions of the 
control system.
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All that the organism can know about the environment exists in the 
form of mental representations, perceptual signals. The organism can’t 
know the actual states of its physical inputs (although an intelligent 
enough organism can certainly make models of the external environ-
ment, and thus provide itself with a highly plausible story about what 
they are). When I say “an organism,” I mean every human being, as 
well as our coevals of other species. The environment that is directly 
experienced by a human organism is confi ned to the set of all per-
ceptual signals (although they are not all consciously experienced at 
once). Wayne Hershberger disagrees with me. But I agree with me.

Evaluation of behavioral-path consequences can be done through 
the imagination connection. A system of higher level normally acts by 
sending reference signals to lower-level systems. Those reference sig-
nals specify the states to which individual lower-level systems are to 
bring the kind of perception that each controls. Copies of the resulting 
perceptual signals become inputs to the perceptual function in the con-
trolling higher-level system. When lower-level control succeeds, as it 
usually does, the result is that each lower-level system sends upward a 
perceptual signal that matches the reference signal it is receiving from 
the output of the higher system.

Exactly the same eff ect can be achieved if the higher system sends 
its output not to the comparator of the lower system, but back into its 
own perceptual function. It is just as though the lower system had suc-
ceeded perfectly and instantly. This is what I call the imagination con-
nection. With this connection in eff ect, the higher system can quickly 
go through possible outputs (I assume a level where complex logical 
processes are occurring) and judge their eff ects on the controlled vari-
able. Thus selection of lower-level actions (and their perceptual conse-
quences) can be done without actually producing any actions.

This process of mental planning is undoubtedly more complex than 
I make it here. Modeling must be involved, in the imagination path, 
because the properties of the outside world (which includes all lower-
level control systems) must be taken into account. But the basic picture 
of how imagination works seems to explain the broad outlines of plan-
ning of all kinds—not just behavior-path planning.

Behavior always follows some path. The question is whether the 
paths are in fact always planned, or whether they are simply the result 
of the way a control system gets from a state of error to a state of no 
error. Planning of behavior paths is not necessary in all cases—in fact, 
it is necessary in very few cases. To see whether a path is planned, one 
can introduce disturbances and see if their eff ects on the path are cor-
rected, or if the organism simply accepts the deviated path and reaches 
the goal anyway. The latt er is probably the more likely outcome. Paths 
would be planned in advance only when they make a diff erence to the 

organism. Control systems do not have to precalulate behavior paths.
You can say that an apple is redder than an orange, or cheaper, or 

bett er-tasting. But the control process is separate from that compari-
son, which is really a judgment of relationship. Given the perceptual 
comparison, you must still specify what the goal is: are you going to 
paint the orange to make it as red as the apple, or is the diff erence in 
redness OK with you? Are you going to raise the price on apples, or 
inject something in the orange to make it taste bett er? The goal has to 
be stated if control is to be involved. And then the comparator—an 
element of the model—must take the perceived relationship between 
apple and orange, compare it against the desired relationship, and 
judge it as being not suffi  cient, just right, or overdone—relative to the 
preferred state.

We determine what the goal will be; the environment doesn’t. The 
environment may provide us with a selection of experiences from 
which to pick feasible goals, but it doesn’t do the picking. The environ-
ment determines what we must do in order to have the desired eff ect 
on experience. If we can’t do what it requires, or if the desired result is 
impossible, then we fail to control.

Neurologists tell us that human beings are basically a set of neural 
connections. Biochemists tell us that behavior is controlled by interac-
tions among molecules. Sociobiologists tell us that it is genetic fi tness 
to reproduce that determines how we shall act. Physicists tell us that 
thermodynamics and quantum uncertainty are the keys. Radical be-
haviorists tell us that schedules of reinforcement are what do the trick. 
Personality psychologists tell us that traits and att itudes and feelings 
and aspirations account for behavior. Sociologists tell us that the indi-
vidual is simply an expression of the society. Existentialists tell us that 
individual being is at the core of it all.

Doesn’t this strike you as a bit suspicious? All these answers, and 
they all show that the particular interests of the explainer just happen 
to contain the correct solution to it all. But when you ask any of these 
explainers how their explanations work, you run into a blank stare. 
The explanations are how it works. They don’t ask what lies beneath 
the explanation. They don’t try to link their own fi eld of study to the 
fi elds of study of others. It’s all extremely provincial and, aside from 
the specialized expertise involved, superfi cial.

Control theory crosses all these boundaries because it is concerned 
with the how of behavior more than the what. It has nothing specifi -
cally to do with society, or even with any particular individual behav-
ior. All examples of behavior, all aspects of behavior in any discipline, 
are grist for its mill. The world it addresses is larger than that of any 
existing discipline.
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Wayne Hershberger I have a nagging itch demanding to be scratched. 
Bill thinks I wants physics to be part of the immanent order. No. I 
would say that physics is a science, involving conceptual modeling, as 
I imagine Bill might say. I would say that there is order immanent in 
the phenomenal domain that is modeled by physics. I use Bill’s word 
model to refer to the intellectual achievements of physicists. That is, I 
use the word model to denote something human-made. Unfortunately, 
the word model has another, unintended, connotation: a replica of an 
original. Like Linus Pauling, I do not regard scientifi c models as being 
replicas of divine (Noumenal) originals. Theoretical physics does not 
involve “reading God’s mind.” I view Einstein’s saying that it did as a 
metaphor.

Bill says, “... you assume... that phenomenal objects and att ributes 
of objects are something other than neural signals. I assume they are 
the same thing. How do we get past that?” As I see it, the issue is a 
diff erence between what your theory assumes, and what you say your 
theory assumes (or implies). I seriously doubt that your hierarchical 
control theory necessarily implies (or assumes) that phenomenal ob-
jects are neural signals. In claiming that your theory is not solipsistic, 
I fi nd myself in the paradoxical position of arguing that your theory is 
bett er than you say it is. That is a sort of disagreement, but one that I 
think belies a fundamental agreement.

Let me say some things about phenomenal objects, because such 
descriptions comprise the specifi cations which we are att empting to 
reverse-engineer. Please understand that what I say is not presented 
as an alternative to your theoretical model. What I am trying to do is 
describe some of the specs that all our psychological models must be 
able to realize.

Phenomenal objects are simply the particulars of experience. They 
are the constituents of the empirical world that we are wont to call 
things. The layman calls them objects or physical objects, and suppos-
es that their substance is essentially material. In contrast, philosophers 
such as Bishop Berkeley called them perceptions and supposed that 
their substance is essentially mental.

It seems to me that arguing whether phenomena are substantially 
mental or material is much the same as arguing whether a magnet is 
essentially a north or a south pole. The argument makes no sense to 
me, because phenomena, like magnets, appear to be bipolar, with each 
instance involving an observer-observed (knower-known) dipole. A 
dipole, not a dichotomy. For instance, the visible surface of every phe-
nomenal object in my study is the one facing that ubiquitous phenom-
enal object I have learned to call myself. Inasmuch as this personal 
“perspective” inheres in every phenomenal object, there is more of me 
to be found in the phenomenal world than is to be found in the phe-
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nomenal object I call myself.
This widely distributed aspect of myself which permeates the phe-

nomenal world lends a proprietary aspect to the phenomenal world, 
making it mine, as it were. That is, the phenomenal world presents 
itself as a personal “perspective” with that unique point of view being 
tied to the phenomenal object I call myself. (I put the term “perspec-
tive” in quotation marks to signify the observer-observed relationship 
noted above: a dipole, not a dichotomy.)

Locating oneself is an empirical matt er, and does not involve merely 
locating one’s brain, as Dennett , for one, has nicely illustrated in his 
delightfully humorous essay, “Where am I?” Locating oneself involves 
a determination of the spatial relationship obtaining between what 
might be called the sentient self and the sensed self, or what William 
James would have called the relationship between I and Me. In my own 
case, Me is the human male residing (i.e., located) at 436 Gayle Avenue 
in DeKalb, Illinois. I, on the other hand, am distributed throughout my 
phenomenal world. If I am to be assigned a single spatial location, it 
must be in terms of an interpolated personal station point, or personal 
point of regard, defi ned by the personal perspective immanent in the 
phenomenal world called mine. Normally, my personal point of re-
gard (i.e., I), appears to coincide with Me, particularly Me’s head.

When persons are asked to point directly at themselves, they tend to 
point at the bridge of their nose (i.e., at Hering’s virtual cyclopian eye). 
The fact that they are then pointing at their brain is accidental. Imagine 
a set of Siamese twins in which the brain in head X is connected to the 
nerves of the body att ached to head Y, and vice versa. If a fl ash card 
bearing the request, “please point at yourself” is presented only to the 
eyes in head X, at which head would the pointing arm likely point? 
At X, surely. And if the request were “please point at your brain,” at 
which head would the arm likely point? Might there not be a diff erent 
reply to the two questions? And if the hand points at heads X and Y, 
respectively, in response to these two requests, who would have the 
authority to question those answers? (By the way, I see none of this as 
being inconsistent with hierarchical control theory.)

Bill, the same can be argued about the relationship between the We 
and the Us. The two of Us, You and Me, are in Durango and DeKalb, 
respectively, but We, You and I, have come together in a dialogue, 
searching for a common perspective, point of view, or parsing of the 
world. That is, the proprietary aspect of the phenomenal world in-
cludes Our as well as Mine. For one thing, I can imagine (project) my 
phenomenal world as if from various points in phenomenal space, in-
cluding those that are currently occupied by other individuals. More 
importantly, I escape an exclusively personal perspective simply to the 
degree that I demonstrably share a common perspective with others. 
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That is, I escape epistemic isolation (solipsism) not by dint of eff ort, 
but simply by default. I cannot imagine how colors look to a dichromat 
(they sort pigmented chips diff erently than I), but I’ve got an excellent 
idea about the trichromat’s phenomenal world of colors, without even 
trying—because we judge (see/sort) pigmented chips alike. Claiming 
that people who sort all possible pigmented chips perfectly alike do 
not necessarily see colors alike, as some mischievous philosophers are 
wont to say, presupposes a fi ctitious absolute standard of comparison 
(Noumenal color), because the claim of a diff erence without a super-
ordinate frame of reference is totally meaningless; further, if such a 
fi ctional frame of reference is assumed, for sake of argument, in order 
to allow the claim to acquire a certain syntactical sense (as does the 
statement “all invisible things are red”), it still is devoid of empirical 
meaning. I submit that a putative diff erence that makes no diff erence 
in phenomenal fact, is in fact no diff erence.

Whereas it is easy to escape epistemic isolation from others, it ap-
pears to be impossible to transcend the phenomenal world itself except 
metaphorically, that is, by a leap of intellect. We might imagine a nou-
menal world of “things in themselves” that transcends all experience, 
but that is not what science does or should be doing, according to the 
likes of Pauling and Bridgeman. The theoretical models that scientists 
conceive must be able to generate precise predictions in the phenom-
enal domain, because that is where the truth value of the models must 
be tested.

Science models the order that is immanent in the phenomenal do-
main. Physics is the branch of science that models the aspect of the 
phenomenal domain that we call the environment. Physiology mod-
els the aspect of the phenomenal domain that we call organisms. That 
is, physiology and physics conceptually model those aspects of the 
phenomenal world laymen perceptually model as Me/Us and The 
Environment, respectively. In contrast, Psychology is a science con-
cerned with the conceptual modeling of the I and the We. The psy-
chology of perception is that branch of the science concerned with the 
problem of modeling the observer-observed dipole as such. That is, 
when one models the putative process said to underlie the perceptual 
aspects of phenomena, one may be said to be modeling a modeling 
process. In other words, you and I are here involved with conceiving 
perceiving, or of conceptually modeling perceptual modeling.

When I try to imagine phenomena’s substance from a psychological 
perspective (i.e., the essential substance of the epistemological dipole) 
I fi nd myself coming up with words like immanent order or detectable 
structure or information—all of which are compatible with physics 
and physiology. It does not appear inappropriate to call such informa-
tion “signals,” but it does appear inappropriate to call them “neural 

signals,” thereby excluding all other signal types, because that is to 
forget the bipolar nature of the phenomena. The epistemic unit is the 
dipole. For example, I comprise a dipole characterized as me and my 
environment. In your model, this epistemic unit takes the form of an 
ecological control loop having two poles, characterized as a unique 
organism and its environment, including all other organisms. Because 
there are as many dipoles as there are organisms, with each organism 
being part of many dipoles, your control theory model is not necessar-
ily solipsistic.

Because a single organism plays a unique role in each of these di-
poles, it is tempting to suppose that the dipole is within that unique 
organism. That is, it is tempting to suppose that I am in my head, but 
that notion is not only illogical, it is also contraindicated by the fact 
that my phenomenal head is in my phenomenal world—along with 
a bunch of other phenomenal heads. Therefore, whenever I use the 
word “perception” to denote this personal aspect of phenomena, I try 
to remember that I am referring to a personal perspective or point of 
view rather than to a personal replica.

The bipolar nature of objective phenomena is what our reverse engi-
neering must explain. Your hierarchical-control-theory model accounts 
for both of these in terms of interacting control loops. As far as I can 
see, your model poses no epistemological problems, and it disturbs 
me to hear you imply, sometimes, that it does. If anything, your model 
promises to resolve epistemological problems, not create them. That’s 
the way I see it.

Bill Powers: Wayne, I’m going to avoid the temptation to get back 
into the epistemological argument; I’ll let you have the last word. I 
like your exposition considerably, but there are still problems to work 
out—like what we should say neural signals are for, in our models.
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Levels of Perception

Mark Olson: (To Bill Powers:) I’m having diffi  culty understanding 
the quality of the input signals for higher-level systems. I know that 
an input signal for one system is an integration of ( ) from lower sys-
tems—what’s in the ( )? Are the signals that become integrated simply 
the same as the signals the fi rst level receives? Or are these signals 
somehow adapted? All the diagrams I’ve seen make it seem as if they 
are not adapted, that they simply go all the way up. But if they are inte-
grated, then something is diff erent. I’m close but I don’t quite have it.

Bill Powers: Mark, you ask about the functions relating one level of 
perception to another. This is indeed the question that hierarchical per-
ceptual control theory (HPCT) poses—but doesn’t answer. What lies 
behind HPCT is not any proposal as to how each level of perception is 
derived from the one below it, but a proposal as to what the levels of 
perception are and how they are related. This is the phenomenon that 
any model must in the end explain.

The “H” part of HPCT can be taken in two ways: fi rst, as a general 
sketch of a hierarchy of control in the abstract, with the communication 
between levels consisting of a series of perceptual re-representations 
of reality and a corresponding set of reference signals used to control 
lower levels; second, as a series of proposed levels of perception (and 
control) based directly on an analysis of experience with the hierarchi-
cal-control concept as a guide. This is a beginning model; there might 
well be other modes of communication between levels, but the basic 
one is probably valid.

The defi nitions of levels defi ne the modeling problem. We can see 
that the sensation level is probably derived by weighted summations 
of intensity signals, the weights defi ning a vector in a perceptual space 
having fewer dimensions than there are diff erent sources of intensity 
signals. But that answer to the modeling problem comes aft er noticing 
that sensations seem to depend on intensities in a particular way, a 
way that could be modeled as weighted summation. The phenomenon 
to be modeled comes before the model.

And that’s as far as I can go. I don’t know how confi gurations are 
derived from sensations—how it is that we can get the sense of, say, a 
particular person’s face over a range of distances and orientations and 
expressions. If signals standing for the dimensions of a face existed, 
then it’s possible to make a rough guess that transitions of the face 
from one state to another would be sensed using time functions and 

partial derivatives; that’s a feeble start toward a functional model that 
you could run on a computer. As to the rest of the levels, the kinds of 
computations involved are mostly a mystery to me. The few guesses 
we have come up with are strictly stabs in the dark. You can use words 
like “integration” to describe how some kinds of perceptions are put 
together to create others, but the word is just a noise. It doesn’t tell us 
anything about the processes involved.

Behind this exploration of perception lies a fundamental postulate; 
if you don’t internalize it, I don’t think you can even get started on the 
problem of modeling the brain’s perceptual systems, or, for that mat-
ter, in understanding HPCT. The postulate, simply put, is this: it’s all 
perception. By that, I mean that no matt er what you att end to in the 
world of experience, whether you refer to inner or outer experiences, 
concrete or abstract, verbal or nonverbal, the object of your att ention is 
a perception. You are looking at or otherwise experiencing the brain’s 
perceptual activities, not the objective world itself.

Vision is the most important sense to understand this way if you’re 
sighted; understand vision and the rest (touch, taste, sound, etc.) will 
follow. The world you see begins as pixels (individual picture ele-
ments). The pixels are so close together that you see no spaces between 
them, although the sensory nerves do not overlap and in fact do not 
completely fi ll the retina. There’s a world between the pixels, but we 
don’t see it unless the view shift s slightly—and then what we had been 
seeing disappears into the cracks between the pixels. This is invisible 
to direct experience; the world seems continuous over the whole vi-
sual fi eld. We get a sense of seeing the world at infi nite resolution, 
and can’t imagine what the whole fi eld would look like if we had, say, 
ten times as many retinal receptors and the optical acuity and brain 
power to take advantage of them. This would be like seeing the world 
through a magnifying lens, except that the whole world would look 
that way, not just one litt le part of it (which we still see at human reso-
lution). The only way to imagine this is to go the other way: view the 
world at a lower resolution, as in a halft one photograph or a television 
screen seen close up, and imagine that the result is the only world you 
can ever see. That’s how our picture of the world would look to a dif-
ferent organism with higher visual resolution. But we experience it 
as having continuous detail right down to the level where it appears 
smooth. I suppose the fl y sees the world in the same way. But its world 
is smoother than ours.

Building up defi nitions of the rest of the levels in the hierarchy is 
then a matt er of noticing persistent types of structure in this world of 
picture elements. The fi rst level above the pixels themselves is sensa-
tion, a type of perception that can’t be analyzed in any way except into 
variations of intensity. Color is a sensation, as is shading.
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Perhaps things like edges are sensations, derived in one step from 
the pixel distributions. When analyzing perceptions, however, don’t 
use any data but your own experience. Theory and neural data will tell 
you that in the visual fi eld, in the retina itself, all edges are enhanced, 
so that there is a strong outlining eff ect. But look at the edge of a sheet 
of paper on a dark tabletop. There is no outline. The closer you look at 
the edge, the more nearly it seems to be an infi nitely sharp line sepa-
rating uniform white from uniform dark. The edge itself is there—but 
you can’t see it as an object. It’s just a sense of edgeness. Only under 
special conditions, as in looking at a smooth gradient of illumination 
going over a relatively short distance from white to black, do you see 
edge eff ects like the “Mach band,” the only clear subjective evidence of 
edge enhancement. However those neural signals enhanced at edges 
are processed, the result is that step changes look like step changes, 
not outlines as in cartoons. Whatever model we come up with for how 
the nervous system processes pixel information, it must result in edges 
that look this way, without borders. If it doesn’t, the model is wrong.

The next step is to notice that the edges and corners and broad white 
areas of the piece of paper add up to—a piece of paper. If you’ve made 
this transition properly, it will come as a surprise. Where did that piece 
of paper, or piece-of-paperness, come from? It wasn’t there in the edge, 
or the corner, or the whiteness, or the darkness. It comes into being 
only when all those elements are seen grouped into a thing, a confi gu-
ration with a familiar shape, orientation, distance, size, and so on. The 
Gestalt psychologists of old spent a lot of time looking at things like 
these. They should have kept going. Or perhaps they shouldn’t have 
been cowed by the behaviorists.

You have to go slowly and by the smallest steps you can devise. If 
you go too fast, you’ll miss the smallest steps; if you miss the smallest 
steps, you’ll lose the sense of examining perceptions and start project-
ing the visual fi eld into an external world again. You’ll jump to the 
more abstract levels and lose the connection from one level to the next. 
This is, if you like, a form of meditation on experience in which you 
distance yourself from experience and look at it merely as a display. 
You’re not trying to see anything about the world, but only something 
about the display. You’re trying to see what features the person who 
constructed it thought of putt ing into it, just as when you read a pro-
gram, you think to yourself, “Now he’s sett ing up an array to hold the 
results,” instead of just reading the code, or when you read a novel as 
a literary critic, you think “Now he’s introducing tension,” instead of 
just gett ing tense. Who the “he” is is immaterial—the point is to see 
what is before you as a construction that has inner organization, and 
to try to see how it is put together.

The general principle is that when you have found a level, like sen-

sation, the next level is going to depend on it; also, the current level 
depends on the one below it. If you analyze a perception to see what it 
is made of, at fi rst you see just more perceptions of the same level—big 
confi gurations are made of litt le confi gurations. But when you analyze 
in just the right way, you suddenly realize that all confi gurations, of 
whatever size or kind, are made of sensations, which are not confi gu-
rations of any kind. And you realize that if it weren’t for the presence 
of those sensations, there couldn’t be any confi guration to see: a fi eld 
consisting of a single sensation, such as white, can’t lead to any sense 
of confi guration. There’s a relationship between these levels of percep-
tion. That gives us a hint about building models of perception, a hint 
about how the brain’s perceptual system is constructed.

Sometimes you will identify what seems to be a higher level of per-
ception, some characteristic common to all perceptions, unconnected 
to lower levels you have previously seen. Then you can use this kind of 
analysis to try to fi ll in the gap. What is this new perception made of, 
besides smaller perceptions of the same kind? When the gap is large, 
the missing steps are obvious. You can, for example, look at spatial 
relationships such as “on”—something being “on” something else. 
You can see the on-ness clearly, it’s right in front of you. But what is it 
made of? If you said “sensations,” you would clearly be making too 
large a jump, because on-ness involves objects, things, confi gurations. 
Some kind of object is “on” some other kind of object. If it weren’t for 
the impressions of distinct objects, there couldn’t be any sense of the 
relationship between them. But is that step small enough? I’ve had to 
put two levels between relationships and confi gurations: transitions 
(which can be zero) and events (which can be as simple as mere du-
ration). Seeing something “on” something else involves more than a 
brief contact; there must be duration.

Perhaps someone else could fi nd smaller steps still, or would char-
acterize the intervening steps diff erently. There’s still a lot of room for 
improving the defi nitions of the phenomena we’re hoping ultimately 
to model.

I’m not talking here about the models themselves. I’m talking about 
the att itude you take toward your own experiences when you’re trying 
to notice phenomena that need modeling. If you were a physicist, you 
wouldn’t be taking this att itude. You’d treat the world of perception 
in the normal unanalytical way, as if it lay outside yourself where ev-
eryone could see it, and you’d search for laws relating changes of one 
kind of perception to other kinds of perceptions. You would call these 
“natural laws” or “behavioral laws” and assume you were discovering 
truths about an objective universe.

As a control-theory psychologist, however, you have a diff erent ob-
jective: to grasp the natural world as a manifestation of human per-
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ception (your own), and to ferret out of it some regularities that tell 
us about perception rather than about the world perceived. If you 
stumbled onto this att itude accidentally, without understanding what 
you were doing, you might well fi nd yourself in a state with a clinical 
name: dissociation. I don’t recommend this att itude as one suitable for 
ordinary living. It’s diffi  cult and uncomfortable, and it tends to strip 
the meaning from experience (until you get past a certain point, af-
ter which you realize that meaning, too, is perception, and let it back 
in). If you’re afraid that understanding your girl friend as a set of in-
tensities, sensations, confi gurations, transitions, events, relationships, 
categories, sequences, programs, principles, and system concepts in 
your brain might strain your feeling toward her (and hers toward 
you), don’t do this with your girl friend. Do it with somebody else’s, 
or a laboratory rat. It doesn’t matt er who or what you do it to, because 
you’re really talking about your own perceptions. This is a private ex-
perience valid only in one person’s world. It can become public only 
to the extent that diff erent people independently arrive at the same 
analysis. I’ve always hoped for that, but only a very few people, to my 
knowledge, have tried this for themselves. Most people just memorize 
my defi nitions, which unfortunately are in words. It’s easier to push 
words around than to shut up and examine direct experience.

You’ll hear objections to this process, alluding to introspectionism, 
which failed to get anywhere a long time ago. But introspectionism 
didn’t fail because it looked at the kinds of things I’m talking about 
here. It failed because it confused the subjective with the objective (and 
so did its critics). The world that I’m speaking of examining here would 
be called, by most conventional scientists, the objective world, not the 
subjective one. I’m not recommending shift ing att ention off  the objec-
tive world and plunging into the dim and uncertain world of inner 
phenomena—or what we imagine to be inner phenomena. I’m recom-
mending a change of att itude toward the world we normally consider 
to be the objective one, which includes the world outside us and our 
bodies as we experience them. I’m saying that you will learn some-
thing if you look on this world as directly experienced evidence about 
the nature of your own perceptual system, and only in a conjectural 
way about the world that is actually outside you.

Instead of treating relationships like on, beside, aft er, with, and into 
as properties of the external world, look on them as perceptions con-
structed on a base of lower-level perceptions. Instead of seeing catego-
ries as made of things that are inherently alike, think of categories as 
ways of perceiving that make things appear to be alike—things that are 
actually, at lower levels of perception, diff erent. Instead of seeing se-
quential ordering as a fact of nature, see it as a way of putt ing ordering 
into an otherwise continuous miscellaneous fl ow. In short, take noth-

ing about experience for granted, as if some aspects of experience were 
really outside and others were inner interpretations. Put the whole 
thing inside, and see what you come up with when you understand 
that it’s all perception. All of it.

In HPCT diagrams, we show signals coming out of perceptual func-
tions and going into higher-level ones (as well as the local comparator, 
if the signal is under control). I think of these lines as representing sin-
gle neural signals that vary in only one dimension: how much. This can 
be confusing, because we don’t experience single signals under normal 
circumstances (when we do, they cease to be meaningful). Instead we 
experience all the signals within the scope of awareness, at every level 
in the state we call conscious. To understand what the single-signal 
concept means, you have to break this world of simultaneous percep-
tions into its components, the individual and independent dimensions 
in which the totality of perception can vary. You have truly identifi ed 
one isolated perception when it can vary only in the degree to which 
it’s present, which we experience as its state. If the perception varies 
without in the slightest changing its identity, you have probably no-
ticed a single signal.

This can be important when you talk about control. We talk loosely 
about controlling “a dog,” for example. But that way of talking is re-
ally lumping many independently variable aspects of the dog together. 
You don’t control its species, or its eye color, or the length of its tail. 
You don’t even control its behavior. If it’s behavior you’re controlling, 
you always control some particular variable aspect of the dog’s behavior. 
You might control the radius within which it can move by putt ing it 
on a chain. You might control its speed of walking by saying “stay” or 
“follow,” and its path by saying “heel.” Whatever you control, it must 
come down to a single variable or small sets of variables independently 
controlled. If you’re controlling in more than one dimension, you must 
sense more than one variable and have a control system operating in-
dependently for each one. That’s because independent dimensions can 
be independently disturbed; you need independent control systems so 
that a disturbance in one dimension can be corrected without necessar-
ily causing an error in another dimension.

None of this answers your question as to how perceptual signals in a 
diagram depend on perceptual signals lower in the diagram. The only 
general answer I can give is that some computation lies between them. 
The input data consists of lower-level perceptions; the output data, the 
higher-level perceptual signal, represents the value of the function be-
ing computed over and over or continuously. At each level, I presume 
(judging from the way the context changes every time you consider 
a higher level), a new type of computation is involved, not simply a 
repetition of the kind of computation at the lower level. The process 
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of deriving categories from sets of relationships can’t be carried out by 
the same kind of computation that derives relationships from sets of 
events or lower perceptions. There is no one kind of computation that 
could serve at all levels.

But as I say, I am—we all are—a very long way from grasping what 
these kinds of computations are. Every time people come up with a 
new computer program for recognizing objects, they try to establish 
this new computation as the blueprint for the whole perceptual sys-
tem. This is a waste of time. The blueprint changes with every level. 
Weighted algebraic summation is simply not going to suffi  ce to model 
our capacity to recognize and execute a program described in words: 
a rule. Even though such networks are purported to recognize catego-
ries, I think that the category-ness is read into the results by a human 
observer. I don’t think that any category-recognizing back-propaga-
tion model will actually create what human beings experience as cat-
egories—for example, the category “wife.” Of the 11 levels of percep-
tion in my model, I think we know how to model two of them: the fi rst 
two. All the rest of our modeling presents to us what a human being 
might recognize as a higher-level perception, but which the circuit or 
program itself does not recognize or control.

In that I could be wrong, of course, because I speak the truth when I 
say I don’t know how the higher levels of perception work. That means 
I don’t know how they don’t work, too. I’m just expressing a hunch.

On Modeling

Bill Powers: Of the hundred-odd people on this net, I don’t suppose 
more than a handful understand what some CSGers mean when they 
talk about modeling behavior. So I thought I’d explain it a litt le, at least 
as the process appears to me. Talking about modeling is a litt le like 
talking about control—most people have some concept to go with the 
word, but not many outside the engineering professions (and not ev-
eryone in them) mean what I mean by it.

I’m working now on a model of pointing behavior. On the surface, 
it’s not very impressive. The computer screen shows a litt le stick man 
with one arm who reaches out and touches, or continuously tracks, 
a fl oating triangle that the user can move around from the keyboard 
in a perspective drawing of a three dimensional space. It looks like a 
cartoon of a not very interesting behavior. While movements are a bit 
more realistic than you fi nd in most cartoons, most people have seen 
more impressive TV cartoons in which more interesting action occurs. 
But behind this surface appearance is the model; what’s interesting is 
not so much what happens on the screen, but how it happens. To ex-
plain how it happens, I have to distinguish the kind of modeling I use 
from other kinds.

The fi rst distinction of importance is that this kind of model is not an 
animation. That is, the various movements of the arm (and head—the 
litt le man always looks at the target) are not simply drawn frame by 
frame as in the Disney Studios. It’s not done the way interactive video 
games are done, by switching from one animated sequence to another 
depending on what the user does at the keyboard. Instead, the pro-
gram is reacting directly to the location and movements of the fl oating 
triangle, which are totally unpredictable by the program. I can guar-
antee that the program makes no att empt to predict the target move-
ments, because I wrote it.

The second distinction of importance is that in this kind of model, 
there is nothing in the program that computes the actual movements 
of the arm as we see them. If the arm’s fi ngertip moves in a straight line, 
this is not because something in the program computes the detailed 
actions needed to produce a straight line. Likewise for curved move-
ments, or movements that begin fast and slow down as the fi ngertip 
nears the target. None of these aspects of movement corresponds to 
any specifi c calculation of path or speed in the program.

In some approaches to modeling, such calculations are the heart of 
the method. One looks at the actions and fi gures out what commands 
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would be needed to produce them. If the fi ngertip is to move along a 
path and intersect a moving target, such a model would use the target 
movement information as input and fi nd a path and a speed profi le 
that would bring the fi nger to the same place as the target some time in 
the future. Then it would drive the computed arm so as to achieve that 
path and speed profi le, thus bringing about the predicted intersection. 
Basically, this concept of modeling att empts to reproduce the visible 
behavior by calculating its details, given all of the physical factors of 
the situation.

The approach I use is more properly called “simulation.” Inside the 
computer are program modules. Each module computes what some 
simple element of the real system would do when presented with con-
tinually varying inputs. Some of the modules are perceptual modules: 
they compute what certain nerve signals would do as the aspect of the 
environment to which a sensor is sensitive changes its eff ects on the 
sensor. For example, one module represents a muscle spindle, which 
emits a signal that depends both on the length of the muscle and on 
another neural signal, the gamma eff erent signal. Another represents 
the tendon receptors that are aff ected by the muscle tension.

One of the modules is an eff ector module: it represents the muscle’s 
response to a motor signal from a spinal motorneuron (including the 
shortening of its contractile part and the consequent stretching of its 
spring-like component to produce a force). And there are many more 
modules that represent the way hypothetical sets of neurons respond 
to neural signals by producing more neural signals. There are sets of 
modules that are repeated, with the same interconnections, for each 
muscle in the model.

In this model, by the way, I don’t use actual models of individual 
neurons, although I could. Such a level of detail would not add anything to 
the performance of the model and would increase the size of the pro-
gram and slow its operation. What I do instead is use simple calcula-
tions similar to what a neural model would do: add signals, subtract 
one signal from another, amplify signals, and do time integrations and 
(rarely) diff erentiations. Nothing more complex.

Each module is meant to represent the way some small part of the 
real living system works, as nearly as I understand it. Many of the 
modules represent guesses based on hints from neurology or even 
from waving my own arms around and paying att ention to the details, 
and they constitute the conjectural parts of the model.

The model is not just a collection of computing modules: it is also a 
patt ern of connections joining one module to one or more others. For 
example, there are modules representing the static and dynamic parts 
of the stretch receptors in muscles. The outputs of these modules, con-
ceptualized as neural signals, become inputs to the module represent-

ing the spinal motorneuron. This motorneuron module produces an 
output that is the sum of several positive inputs from other modules 
and a negative input from the tendon receptor module. The output of 
the spinal motorneuron module becomes the input to the module that 
computes the muscle force output. And so on. Each module is woven 
into the whole model through its input and output connections from 
and to other modules.

A more subtle aspect of this process is that the model contains ad-
justable parameters in the links between modules. The dynamic stretch 
receptor module, for instance, sends its signal to the spinal motor-neu-
ron module, but there’s a parameter that determines how much eff ect 
this signal is to have at the spinal motorneuron, and the sign of the ef-
fect. If the parameter is set to a high value, the simulated arm behaves 
sluggishly or, at the extreme, breaks into high-frequency oscillations. 
If it’s set to a low value, the arm begins to wobble around, and even 
goes into ever-increasing low-frequency oscillations. If the parameter 
has the wrong sign, the arm will behave more and more wildly, until 
the whole program blows up.

So it’s not enough to model the right kinds of components of the real 
system, or even to connect them into a network like the real neural 
network, with the right signals going to the right places. The quan-
titative parameters can be adjusted to make a model, with any given 
components and any given patt ern of interconnections, do completely 
diff erent-looking behaviors.

Finally, there’s a real-time aspect of this “simulation” kind of model-
ing. All the computations in all the modules are carried out eff ectively 
in parallel. One such parallel computation covering all modules rep-
resents one increment of real time, dt. In the arm model, dt represents 
0.01 second of physical time (regardless of how long it takes the com-
puter to fi nish all the computations). The last computation is to recom-
pute all the outputs of the modules, so they have all changed before 
the next cycle when they will be treated as inputs to other modules. 
This sometimes requires paying close att ention to the way the program 
is writt en, so that things supposed to be happening at the same time 
don’t accidentally happen in sequence—one dt too late. In an analog 
computer, this requirement would be easy to meet, because all of the 
computing components would be acting at the same time. But in a digi-
tal computer, where there is only one busy central processor that has to 
do everything, achieving the eff ect of simultaneity isn’t always easy.

Aft er each round of calculations, all of the modules have new out-
puts, which become inputs to other modules (or even the same mod-
ule) at the start of the next time increment. With a dt of 0.01 second, 
the result is very close to continuous operation, with all signals (inputs 
and outputs of modules) varying smoothly and simultaneously. The 
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test to see whether the incremental approach is suffi  ciently like a true 
continuous computation is to decrease the size of dt—let each complete 
computing cycle represent, say, 0.001 second. If the same behavior re-
sults, but in smaller steps of movement, then the larger time increment 
is short enough. It’s nice to use longer intervals, so the movements of 
the model become fast enough to see between breakfast and lunch. 
The arm model in its present form runs at about one/fi ft h of real time 
(on a 10-MHz IBM-AT-compatible programmed in C).

One of the modules is a physical model of the arm. The inputs to 
this module are three torques being applied by the muscle modules to 
the three joints during one time increment. Using kinematic equations, 
calculating Coriolis forces and all that, these torques are transformed 
into angular accelerations around the three joints (taking the moments 
of inertia and masses of the arm segments into account). Those accel-
erations are integrated to produce angular velocity, which is integrated 
to produce angular position. The three angular positions are inputs to 
the behavioral model, determining the new joint angles and angular 
velocities, and the new muscle lengths and rates of change of muscle 
length for the start of the next dt.

There are two inputs to each muscle control system: an alpha eff er-
ent and a gamma eff erent. When these signals are varied (for testing 
purposes), the arm will go through certain motions on the screen. I use 
a standard test signal which simply switches from a positive value to 
zero and back again, with a half-second interval between transitions.

What the arm segment being tested should do is move quickly from 
one angle to another, stay there for a half second, and move and dwell 
for another half second, over and over. What does happen, of course, is 
initially something very diff erent. There are fi ve parameters to adjust, 
representing fi ve meaningful aspects of the control system: three sen-
sor sensitivites, one sensitivity of muscle contraction to driving sig-
nals, and the spring constant of the muscle. Only the muscle spring 
constant can be estimated from observations and data in the literature. 
The other four have to be guessed at. Finding the right combinations 
of values can be done in part through computations, but there are so 
many interactions and nonlinearities in the model that exact predic-
tions are impossible (certainly for me). So what one ends up doing is 
changing the parameters experimentally until the arm begins behav-
ing properly, or as nearly properly as possible, without adjusting the 
parameters of the other control systems, too.

Estimates of parameter values and, especially, of the behavioral ef-
fects of varying parameters can be made, but only for small segments 
of the model such as a single control system for a single joint. Such 
estimates get you in the right ballpark for each control system’s param-
eters. But it’s impossible to write the equation for the whole model and 

solve it for the best values of parameters. The equations are all nonlin-
ear diff erential equations (made more nonlinear when the visual part 
of the model comes into play), and the interactions among parts of the 
model are large (extending the arm at the elbow joint aff ects both arm 
segments, for example, through inertial interactions). This brings us to 
the heart of simulations.

The reason we do simulations is precisely that we can’t analyze or 
even understand the whole model at one time. The postulates of the 
model are in the defi nitions of the modules. These modules are each 
very simple and are closely related to simple properties of the nervous 
system and muscles. So we can easily understand what each module 
does or is postulated to do.

What we can’t easily understand is what will happen when we 
conned the modules together in some specifi c way, with specifi c inter-
connection parameters. Our postulates about the modules completely 
determine the behavior that is implied; the only problem is that we 
can’t deduce our way from the postulates to their actual implications.

A simulation shows us the implications directly. It says to us, “I don’t 
know what you thought you were modeling, but here’s what you did 
model.” It’s just like a computer program, which does what you told it 
to do, instead of what you wanted done. A simulation cuts through all 
the fuzz of verbal explanations and imprecise reasoning about what a 
particular model ought to do. A simulation is a way of fi nding out the 
implications of propositions that are linked together in such a complex 
way that human reasoning is inadequate to reach a conclusion.

Human reasoning becomes inadequate for most real systems with 
more than three or four components. Even mathematical analysis is 
usually impossible in the real world, which doesn’t fi t the idealized 
forms that we know how to handle analytically. One result of this fact 
is that people regularly try to fi t the real world to those mathematical 
methods they do know how to handle. Every new discovery of some 
tractable mathematical phenomenon is followed by a hoard of people 
trying to make nature behave that way. Hence, chaos theory and its 
application to literally every unsolved problem, particularly in the ner-
vous system. There are phenomena to which chaos theory applies; in 
fact, chaos was discovered through observing a working simulation 
of the weather. But in other contexts it’s a solution looking for a prob-
lem.

An alternative to analysis is simulation. You hook up a model of the 
system in which the simple components are represented or plausibly 
conjectured, turn it on, and gape at what it does. The model then be-
comes an experimental object. You can play with it, altering its compo-
nents, their interconnections, and the connection parameters, and learn 
the eff ects of each kind of change. Each variation leads you to under-
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stand something about the real system. You fi nd out why a given con-
nection is positive instead of negative. You fi nd out why certain con-
nections are present in the real system and others are not. The “why” 
in every case is simply that the model doesn’t act like the real system in 
some relatively dramatic way. And you can see why it doesn’t.

A simulation is like an X-ray into the real system, showing you as-
pects of its functioning that can’t be observed directly. Like an X-ray, 
the simulation can be ambiguous; the observed behavior can be ac-
complished by more than one plausible model. As with X-ray interpre-
tations, however, we don’t have to rely on ambiguous indications; we 
can think up alternative diagnostic tests that will rule out some pos-
sible models, and with increases in technical skill, we can even open 
up the system and see some of the connections, even monitor some of 
the circuit activities. Every added piece of observational evidence nar-
rows the fi eld of models that would behave correctly and work by the 
right means.

There’s another side to the subject of observational evidence. Oft en 
the observational evidence is available, but isn’t understood. To say 
it isn’t understood is to say that there’s no model that needs that evi-
dence. The combined stretch and tendon refl exes are a case in point. 
These refl exes have been known for close to a century, but nobody 
has understood what they are for. There have been vague qualitative 
conjectures, of course. But the arm model I’m working on shows quan-
titatively what these refl exes do. The tendon refl ex controls applied 
force. The dynamic stretch refl ex controls the integral of applied force, 
or angular velocity. The static stretch refl ex controls the integral of ve-
locity, or angular position at a joint. The model shows that with certain 
values of the parameters, this combination of control systems makes 
the arm extraordinarily stable, quick to respond to driving signals, and 
consistent in response over a wide range of external conditions and 
internal conditions of the muscles. While I haven’t demonstrated this 
yet, it’s clear now that this combination of refl exes easily compensates 
for the extreme nonlinearity of the muscle’s tension-extension curve. In 
fact, when I realized fi nally how this system works, I was amazed at its 
cleverness and simplicity.

But those who traced the circuits and measured their details couldn’t 
have seen that cleverness and simplicity, because not having modeled 
the system, they didn’t see all the problems that it solves with such 
economy. These refl exes can be seen as a remarkable design only af-
ter you have looked into the problem of controlling a jointed arm in 
some detail. I couldn’t have designed that system. I simply designed 
the model to be as much like what I knew about the stretch and ten-
don refl exes as possible, turned it on, played with the parameters, and 
discovered beauty.
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The CSG logo shows the generic structure of cybernetic control systems. A 
Comparator (C) computes the diff erence between a reference signal (represented 
by the arrow coming from above) and the output signal from Sensory (S) com-
putation. The resulting diff erence signal is the input to the Gain generator (G). 
Disturbances (represented by the black box) alter the Gain generator output on the 
way to Sensory computation, where the negative-feedback km/ is closed.

The whole arm model is built up this way. It behaves as it does be-
cause of the interactions among its modules. It reaches out and touches 
the target, and follows the target around when it moves, and looks at 
the target, and resists gravity, and moves at various speeds and along 
various paths in the process, because there is nothing else it can do. 
We are seeing in this kind of behavior the necessary consequence of 
organizing a system the way the model is organized. Maybe another 
organization would also have to behave this way. But this one behaves 
like a human being, at least at these levels of organization, and to the 
extent possible, its modules are similar in function to known modules 
in human systems. The external physics and optics in the model con-
form to what is known about physics and optics, near enough. Some 
parts of the model are in one-to-one correspondence with direct obser-
vations. Some parts are conjectured. But the X-ray seems to be show-
ing a convincing shadow of the real system, at least as it is seen from 
this angle.
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Statistics vs. Generative Models

Bill Powers: Before I spend time trying to explain a phenomenon, I 
want to know if it’s real or just statistical. I want to know things like how 
many people show the phenomenon, how you fi nd out that there’s a 
phenomenon, how many trials show the eff ect, and how many don’t—
all that stuff . Once I’m convinced that there’s a real phenomenon, it’s 
time to think up explanations.

I’m not interested in 80 per cent correlations. That’s way too low to 
defi ne a phenomenon.

“Superfi cial” knowledge is knowledge gained by observing appar-
ent causal or coincident relationships without any generative model of 
underlying processes. Statistical studies yield superfi cial knowledge.

I think that all att empts to apply abstract physical principles and ad-
vanced mathematical trickery to human behavior are aimed at solving 
a nonexistent problem. They all seem to be founded on the old idea 
that behavior is unpredictable, disorderly, mysterious, statistical, and 
mostly random. That idea has been sold by behavioral scientists to the 
rest of the scientifi c community as an excuse for their failure to fi nd an 
adequate model that explains even the simplest of behaviors. As a re-
sult of buying this excuse, other scientists have spent a lot of time look-
ing for generalizations that don’t depend on orderliness in behavior; 
hence information theory, various other stochastic approaches, appli-
cations of thermodynamic principles, and the recent search for chaos 
and quantum phenomena in the workings of the brain. The general 
idea is that it is very hard to fi nd any regularity or order in the behav-
ior of organisms, so we must look beyond the obvious and search for 
hidden patt erns and subtle principles.

But behavior is orderly, and it is orderly in obvious ways. It is or-
derly, however, in a way that conventional behavioral scientists have 
barely noticed. It is not orderly in the sense that the output forces gen-
erated by an organism follow regularly from sensory inputs or past 
experience. It is orderly in the sense that the consequences of those out-
put forces are shaped by the organism into highly regular and reliably 
repeatable states and patt erns. The Skinnerians came the closest to see-
ing this kind of order in their concept of the “operant,” but they failed 
to see how operant behavior works; they used the wrong model.

Because of a legacy of belief in the variability of behavior, scientists 
have ignored the obvious and have tried to look beneath the surface 
irregularities for hidden regularities. But we can’t develop a science 
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It seems reasonable that once we have understood the orderliness of 
simple acts and their immediate consequences, we should be able to 
go on and understand more general patt erns that are preserved by the 
variations that remain unexplained. As we are exploring a very large 
and complex system, we can’t expect to arrive at complete understand-
ing just through grasping a few basic principles. We must make and 
test hypotheses. But if we are convinced that the right hypothesis will 
reveal a highly ordered system, we will not stop until we have found 
it. If, on the other hand, we are convinced that such a search is futile, 
that chaos reigns, we will give up the moment there is the slightest dif-
fi culty and turn to statistics.

I claim that human behavior is understandable as the operation of 
a highly systematic and orderly system—at least up to a point. I say 
that it is the duty of any life scientist to fi nd that orderliness at all dis-
coverable levels of organization, and to keep looking for it despite all 
diffi  culties. We must explore all levels, not just the highest and not just 
the lowest; what we fi nd at each level makes sense only in the context 
of the others.

We have a very long way to go in understanding the obvious before 
it will be appropriate to look for subtleties. I have no doubt that we 
will come across mysteries eventually, but I’m convinced that unless 
we fi rst exhaust the possibilities of fi nding order and predictability in 
ordinary human behavior, we won’t even recognize those mysteries 
when they stare us in the face. I don’t think that anyone is prepared, 
now, to assimilate the astonishments that are in store for us once we 
have understood how all of the levels of orderly control work in the 
human system.

We won’t get anywhere by looking for shortcuts to the ultimate il-
luminations that await. Most of the esoteric phenomena of physics 
that are taught in school today were occurring in the 19th Century. But 
who, in that century, would have recognized tunneling, or coherent 
radiation, or shot noise? If we want to see a Second Foundation of the 
sciences of life, we have to begin where we are and build carefully for 
those who will follow us. If we succeed in trying to understand the 
obvious, the result will be to change what is obvious. As the nature of 
the obvious changes, so does science progress.

Chuck Tucker: I think that the majority of those who have diffi  cul-
ty accepting our approach simply hold to the assumptions about the 
world att acked by Dewey in The Quest for Certainty, and rejected by us: 
that the real world will be revealed to you if you just use the “proper” 
methods and work hard enough. If we tell these people that their ap-
proach won’t reveal the “true forever world,” then they seem to have 
much less interest in what we have to say. Another feature of many of 

of life by ignoring the obvious. The regular phenomena of behavior 
aren’t to be found in subtleties that can be uncovered only by statistical 
analysis or encompassed only by grand generalizations. The paydirt is 
right on the surface.

The simplest regularities are visible only if you know something 
about elementary physics—and apply it. Think of a person standing 
erect. This looks like “no behavior.” But the erect position is an unsta-
ble equilibrium, because the whole skeleton is balancing on ball-and-
socket joints piled up one above the other. There is a highly regular 
relationship between deviations from the vertical and the amount of 
muscle force being applied to the skeleton across each joint. There is 
nothing statistical, chaotic, or cyclical about the operation of the con-
trol systems that keep the body vertical. They simply keep it vertical.

The same is true of every other aspect of posture control and move-
ment control, and all controlled consequences of those kinds of control. 
Just watch an ice skater going through the school fi gures in competi-
tion. Watch and listen to any instrumentalist or vocalist. Watch a ballet 
dancer. Watch a stock-car racer. Watch a diver coming off  the 30-meter 
platform. Watch a programmer keying in a program.

It’s true that when you see certain kinds of human activity, they seem 
disorganized. But that is only a matt er of how much you know about 
the outcomes that are under control. The fl oor of a commodities ex-
change looks like complete disorder to a casual bystander, but each 
trader is sending and receiving signals according to well-understood 
patt erns and has a clear objective in mind—buy low, sell high. The con-
fusion is all in the eye of the beholder. The beholder is bewitched by the 
interactions and fails to see the order in the individual actions. When 
you understand what the apparently chaotic gestures and shouts ac-
complish for each participant, it all makes sense.

Of course, we don’t understand everything we see every person do-
ing. It’s easy to understand that a person is standing erect, but why 
is the person standing erect? What does that accomplish other than 
the result itself? We have to understand higher levels of organization 
to make sense of when the person stands erect and when the person 
doesn’t. We have to understand this particular person as operating un-
der rules of military etiquett e, for example, to know why this person is 
standing erect and another is sitt ing in a chair. But once we see that the 
erectness is being controlled as a means of preserving a higher-level 
form, also under control, we fi nd order where we had seen something 
inexplicable. We see that an understanding of social ranking, as per-
ceived by each person present, results in one person standing at att en-
tion while another sits at ease. Each person controls one contribution 
to the patt ern that all perceive, in such a way as to preserve the higher-
level patt ern as each person desires to see it.
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those who reject our view is that they are not “problem-oriented”—
that is, they do not tolerate ambiguity, uncertainty, and problem-solv-
ing activity for very long; they want the answer quickly and cheaply 
(or statistically). But our approach does not off er such a magic solu-
tion; just hard, dirty, diffi  cult work, with no absolute assurances that a 
solution will be fashioned, let alone work. Think about it: would you 
give up such a pleasant life of certainty and bliss for the one we off er? 
Probably not.

Bill Powers: David Goldstein and I have been conducting an argu-
ment for several years. David tends to win many of the rounds because 
he is working with clients who have both real and severe problems, 
and I oft en have to admit that when you’re faced with solving such 
problems, you have to do what’s possible. If a person is so depressed 
as to be on the verge of suicide, you give the person a pill that takes 
the edge off , and you’re glad that such a pill exists. Aft erward, you 
can think about trying something else. Even control theory can’t cure 
a dead client.

A lot of our arguments are conducted in the context of such practi-
cal limitations. But I don’t have David’s responsibilities, so I can argue 
against conventional methods even if I don’t have an immediately ap-
plicable alternative to propose. One of these arguments has to do with 
the utility of testing, particularly testing that involves questionnaires 
and other means of self-description such as Q-sorts. Basically, I argue 
that verbal tests are too imprecise to do much good, and that they inev-
itably put us in the position of applying statistical methods to individ-
uals. I argue that we should be trying to apply control theory directly, 
trying to fi nd out what individuals can and can’t control, and trying 
to fi nd out why they are having trouble. This means abandoning old 
diagnostic categories and old att ributions of traits and conditions in 
the att empt to explain what’s wrong. I claim that we must make a con-
scious eff ort to break free of cultural assumptions, which always steer 
us back toward the conventional categories. David doesn’t exactly dis-
agree with me, but—well, he can speak for himself.

David has proposed “qualitative modeling,” the sound of which I 
rather like. He says, “Suppose that we plott ed the urge to perform ac-
tion X against time. The lowest point of the curve can be taken to be the 
reference level for whatever perceptions are being controlled by action 
X. Suppose that on a scale of 0 to 10, the intensity of perception Y1 = 
2 and the intensity of Y2 = 5 at the lowest point. As a person deviates 
from these values, control theory leads us to expect increasingly stron-
ger urges to perform action X the further we move away from these 
reference level values. If we do not obtain a U-shaped function around 
these values, then the particular clinical hypothesis may be rejected.

What do you think?”
I think that the method as stated predetermines too many variables. 

The fi rst objective should be to see what perceptions are under con-
trol. To do that, you have to allow the action-variable to be free. If the 
perception is “people like me,” the action that will contribute to that 
perception will be diff erent under diff erent circumstances (meaning 
diff erent disturbances of the sense that people like me).

Under the conventional approach, we would be most concerned with 
the action, because that is what other people experience. But to under-
stand the acting person, we fi rst have to understand what perceptions 
are under control. A given perception can be controlled through many 
diff erent actions, so no one action is signifi cant by itself. Furthermore, 
we might see both an action and the opposite action being taken as a 
means of controlling the same perception, depending on whether dis-
turbances are pushing the perception above or below its reference level. 
The object of control theory can’t be to explain one particular action.

So I would propose backing up a step or two, and starting by test-
ing Yl, Y2, Yn to see if they are controlled variables. This is hard to do 
using a verbal test, fi rst because while taking the test, the person isn’t 
experiencing the perception, but only a description of the perception, 
and second because the only way to apply disturbances is hypotheti-
cally, by describing them and asking how the described disturbance 
would aff ect the described perception (and, presumably, what the per-
son would do if the perception changed). I much prefer direct inter-
action in real situations, with perhaps a discussion aft erward if you 
want to cast the interaction in verbal terms. Maybe role-playing would 
be a compromise that allows sett ing up hypothetical situations while 
still allowing real perceptions and direct interaction with disturbances 
(supplied by the experimenter).

Gary Cziko: I have read Philip Runkel’s book, Casting Nets and Testing 
Specimens (Praeger, 1990), and I believe I understand his arguments 
about why multiple regression (MR) and other “relative-frequency-
based” analyses based on group data cannot tell us much, if anything, 
about the functioning of organisms. Bill Powers has suggested that MR 
cannot even be profi tably used for predictions about individuals. But 
everything I’ve learned about MR tells me that this indeed can be done.

Let’s use a medical example. I can draw a random sample from some 
population of interest. I want to be able to predict blood pressure, so I 
obtain data on weight, per cent body fat, smoking, dietary habits, and 
perhaps even have each person fi ll out some questionnaire relating 
to stress. I can then do an MR which will provide me with a weight-
ing of independent variables best predicting the dependent variable, 
blood pressure. If I get a high multiple correlation (r-square), I can then 
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use this regression equation to predict the blood pressure for someone 
whose blood pressure I have not yet measured, but for whom I know 
the values of the independent variables. Of course, this person must be 
a member of the original population. I know that I will not be able to 
predict his or her blood pressure exactly, but if I do the statistics right, I 
should be able to att ach probabilities to ranges of values, i.e., establish 
confi dence limits for his or her predicted blood pressure.

I realize control theory says that such a study does not necessarily tell 
me anything about what causes blood pressure to rise or fall in people in 
general or in any individual (Runkel’s book makes this point well). And 
I realize that it would probably be easier just to measure the blood pres-
sure instead of predicting it (it’s a poor example from that viewpoint). 
But why can’t I use this technique for predicting for individuals?

Bill Powers: Gary, I wish Phil Runkel were on the net, but I’ll try to 
defend my statement without an expert’s help (with the usual risk of 
gett ing it all wrong).

My basic argument is that you could use the MR method to predict 
the average relationship of various factors to blood pressure in anoth-
er group of the same size from the same population, but you have only a 
tiny chance of guessing right about any individual from either the old 
group or the new group. I won’t even get into the problem of how you 
know you’re drawing from the same population, a subject on which 
Phil Runkel has some cutt ing remarks.

The reason for my opinion is that the “independent variables” (or the 
factors you get from them) are not known to be physically causative 
of high or low blood pressure: they are simply associated by experi-
ence with blood pressure. When you use multiple tests, the intuitive 
thought would be that gett ing at the relationship from many indepen-
dent angles ought to improve your ability to predict for a single per-
son. I’m quite sure that it doesn’t, but let’s see if I can work up a coher-
ent justifi cation for saying that.

If you looked at the raw data from the tests, you would fi nd that 
some people high in each factor had high blood pressure, while others 
did not. Let’s be generous and suppose that 80 per cent of the people 
in the original group who scored high on each factor actually had high 
blood pressure.

If that is true, and if 1000 people participated in the study, 800 of 
them who scored high on the fi rst test had high blood pressure, while 
200 of them didn’t. We now have 800 people left  whose scores on the 
fi rst test truly indicated high blood pressure, or seemed to. Now we 
give the second test. Aft er this test, we have 80 percent of 800 or 640 
people who indicated high on both measures and did indeed have high 
blood pressure. Aft er the third test we have 512 people left , aft er the 

fourth test, 410 people left , and aft er the fi ft h test, 328 left . Therefore, 
out of the original 1000 people, only 328 who scored high on all fi ve 
tests proved to have high blood pressure. So if you give all fi ve tests to 
an individual, and the individual scores high on all fi ve measures, the 
chances of high blood pressure are about one in three. In other words, 
you’d be safest in bett ing that a person who scores high on all fi ve “in-
dicators” does not have high blood pressure.

Why this counterintuitive result? I think the reason is that we confuse 
association with causation. If it were true that, for example, a high load 
of body fat physically caused high blood pressure, then there would be 
no way for an otherwise normal person to have high body fat and not 
have high blood pressure. The only room for error would be in mea-
suring body fat or in fi nding the right curve relating body fat to blood 
pressure. A deviation would basically be a measurement error, not a 
matt er of chance membership in a population. Body fat would amount 
then to a measure of blood pressure.

In the same way, each other measure, if it were truly a physically 
causative factor, would also amount to a way of measuring blood pres-
sure, and you would expect using these multiple measures to reduce 
the error of measurement. But these measures are not measures of blood 
pressure. They’re not “measures” at all. They are simply factors that 
common sense tells us might have something to do with the matt er. 
That being the case, we are not perturbed by fi nding that a person who 
has high body fat happens to have low blood pressure. If there were a 
physical chain of causation involved, we would be very perturbed in-
deed to fi nd our measuring instrument suddenly indicating the wrong 
way. This is the diff erence between physical or model-based measure-
ments of relationships and statistical inference of relationships. There 
are no physical principles operative in a statistical inference, and of 
course the only model is prett y elementary.

This misuse of statistical “facts” is encouraged by the habit into 
which most empirical scientists fall, which is to say not that “80 per 
cent of people with high body fat have high blood pressure and 20 per 
cent don’t,” but that “high body fat predicts high blood pressure.” The 
customary wording implies that this is always true; this makes the fac-
tor look like a physical cause. Just look at any summary of fi ndings in 
a statistical study. Does it tell you the chances that a given person does 
not show the eff ect or shows the opposite eff ect? It does not. It says “A 
is associated with B.” In everybody. That is why you expect the result to 
apply to anybody.

In truth, nobody knows why, in some people, the reference level for 
blood pressure is set to a high value. Nobody knows, because all the 
big research money goes into statistical studies instead of into devel-
oping a competent model of how the human system works. I wouldn’t 
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recommend that we just do studies of physical causation, because I 
don’t think that’s how you come to understand a system, but I do rec-
ommend that we study the ongoing networks of relationships that 
constitute a functioning body and brain. Until we do that, none of this 
statistical crap is going to do much good for an individual who has 
to make decisions based on an N of I and gets only one chance to bet 
right.

I smoke, eat eggs and bacon, weigh about 30 pounds too much, don’t 
get a lot of exercise, and have, at last measurement, a blood pressure of 
about 125/80. Just a statistical fl uctuation, that’s me.

One last consideration. I think that studies involving very large 
numbers of people, like the cholesterol studies, are probably worse 
indicators of an individual’s characteristics than studies involving only 
a few subjects. My reasoning is that large studies are necessary only 
when the eff ect is very small—when the number of people showing 
the eff ect is only slightly larger than the number not showing it. If 80 or 
90 per cent of subjects in a pilot study showed the eff ect, why on earth 
would anyone then expand the study to huge numbers of people? In a 
large study we are justifi ed in suspecting that the split is not 80/20, but 
more like 51/49. The numbers are needed to get statistical signifi cance 
out of an eff ect that’s just barely there.

In medicine, the practices are even worse than that. I recently saw a 
glowing report on a drug which statistics proved to help 16 per cent 
of the people who took it. In other words, 16 per cent got bett er and 
84 per cent didn’t. I think that result leaves room for a lot of questions 
about just why those people actually got bett er, and what eff ect the 
drug had on those who didn’t. This sort of mindless application of 
statistics goes on all the time. Remember that the next time someone 
tries to get you to pop a wonder pill (unless you have as many chances 
to try to get well as necessary). Ask for a warranty.

One more last thought: Suppose it happened that all fi ve tests to-
gether were a very good predictor of high blood pressure. Is that any 
reason to think that reducing all fi ve factors would reduce the blood 
pressure? This is another elementary logical error: thinking that an im-
plication works both ways. Suppose that the blood pressure is high 
for the same reason that leads to high values of these other factors. 
Statistics says nothing about causation.

See my paper in the American Behavioral Scientist issue edited by Rick 
Marken (September/October 1990) for a demonstration of how a statis-
tical analysis can yield an apparent relationship that actually goes the 
wrong way.

Gary Cziko: OK, Bill, here’s some thought data: 0 indicates low on a 
factor, 1 indicates high; A through D are independent variables, Y is 
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dependent (blood pressure):

Subject
A B C D Y

1 0 1 0 0 0
2 0 0 1 0 0
3 0 0 0 0 0
4 0 0 0 1 0
5 1 0 0 0 0
6 0 1 1 1 1
7 1 0 1 1 1
8 1 1 1 0 1
9 1 1 0 1 1
10 1 1 1 1 1

Note that only 80 per cent (4/5) of those scoring high on A have high 
blood pressure; the same holds for B, C, and D. The one person who 
is high on all four independent variables has high blood pressure, the 
one low on all four independent variables does not. In addition, every-
one scoring high on at least four out of fi ve independent variables has 
high blood pressure, and no one who scores low on four out of fi ve has 
high blood pressure. And so perfect prediction is possible with these 
data. Of course, things might not be so prett y when I get another sam-
ple, since this sample is very small. But if with a larger sample I still 
don’t get individuals deviating from this patt ern, I would feel prett y 
confi dent in predicting an individual’s blood pressure based on his or 
her characteristics as defi ned by the independent variables.

Looks prett y good to me.

Bill Powers: For those fi nding my statistics hard to swallow: If you 
propose that each of fi ve conditions is associated with high blood pres-
sure, but have no model and no knowledge of the physical means by 
which each condition has its eff ect, you can only assume that each as-
sociation is independent of the four others. There is no a priori reason 
to assume that testing high on one measure predicts testing high on 
another.

The upshot is that you must assume that, on each test, the distribu-
tion of people measuring high on that parameter is independent of the 
distribution for any other parameter. When you isolate the 80 per cent 
who scored high on a given measure and had high blood pressure, 
you have not thereby isolated those who will score high on any other 
test (as Gary’s example assumed). You have only eliminated those who 
tested high on one test but showed low blood pressure. Among those 
who are left , however, only 80 per cent, again, will score high on an-
other test and have high blood pressure. Having high blood pressure 
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is not suffi  cient to predict how a person will score on a test that seems 
to predict high blood pressure. It is a common error to suppose that 
this is true, but it’s not. Implications don’t work backward, as I said. 
Gett ing on a train at the next-to-last station implies—very reliably pre-
dicts—gett ing off  at the last station. But if you see a person gett ing off  
at the last station, this does not imply that the person got on at the 
next-to-last station.

Finding, through factor analysis, a factor related to blood pressure 
reduces the credibility of an individual measure having a causal role. 
The hidden factor correlates bett er with the dependent variable than 
do the individual measures, which indicates that the hidden factor 
might be having a direct eff ect on the dependent variable and a lesser 
eff ect on the initially proposed independent variables. Of course, the 
hidden factor could itself be a side-eff ect of an even more important 
cause that also aff ects the dependent variable. It’s simply a mistake to 
assume that an association implies a dependent and an independent 
variable. The fact that it’s commonly assumed doesn’t make it right.

Suppose that a person were in confl ict. This can mean being physi-
ologically prepared to act but not being able to carry out the actions 
that would normally “use up” the prepared state. One consequence of 
this state might be an elevation of the reference level for blood pres-
sure. Among other consequences would be the tendency to measure 
high on stress, to seek comfort in good food or to gobble fast food, to 
be unable to act vigorously (a direct eff ect of confl ict that equates to 
“litt le exercise” and thus being overweight), and so on. So it is not at 
all farfetched to propose a common reason for the high blood pressure 
and for the high scores. When that is the case, lowering the test scores 
will have no eff ect at all on the blood pressure.

Phil Runkel has laid out the circumstances in which statistical stud-
ies are appropriate and meaningful. These do not include the predic-
tion of individual behavior or the exploration of natural laws. You 
learn through statistics what masses of people actually do, but you 
learn nothing about the underlying processes that lead to individual 
behavior. Statistics, when applied to individuals, is not science. It is or-
ganized superstition and systematized prejudice. It gives the illusion 
of knowledge, which is probably worse than ignorance.

Gary Cziko: Bill, please note that I have read (several times!) Runkel’s 
book and fi nd his arguments quite convincing that group statistics do 
not necessarily tell you anything about how individuals function. I 
do not, however, understand the part of Chapter 8 on regression, and 
that is perhaps what started all this. While statistics might not tell you 
much of anything about how people function, I still suspect that they 
can help in certain types of predictions about individuals.

You say: “If you propose that each of fi ve conditions is associated 
with high blood pressure, but have no model and no knowledge of the 
physical means by which each condition has its eff ect, you can only as-
sume that each association is independent of the four others. There is 
no a priori reason to assume that testing high on one measure predicts 
testing high on another.”

But if one has no model, why does that force one to assume indepen-
dence among the four independent variables? In fact, we know in the 
behavioral sciences that everything oft en seems to be at least a litt le re-
lated to everything else, so why assume independence? Your “upshot” 
is suspect if the assumptions are suspect.

Regardless of train riding practices, correlations, as I understand 
them, work both ways. If there is a 0.7 correlation between percent 
body fat and blood pressure, then there is a 0.7 correlation between 
blood pressure and body fat. Now, the regression line (and equation) 
will be diff erent depending on which way you go, but that is only be-
cause the variances of the two variables are not likely to be equal.

Bill, you talk about causality; I’m only talking prediction. Why do we 
need causality for prediction? There is probably a positive correlation 
between shoe size and reading ability among elementary school chil-
dren. This doesn’t mean that kids use their feet to read; the causal fac-
tor is more likely to be something like age (but even this alone will not 
cause bett er reading skills). But as long as there is a nonzero correla-
tion between shoe size and reading ability, I can use shoe size to make 
a prediction about reading ability that is bett er than a prediction made 
without knowledge of shoe size. Being ignorant of shoe size, I can only 
predict the mean of the group with a standard error of estimate equal 
to the standard deviation of the reading scores. With shoe size, I can 
reduce this error of prediction so that it is less than the standard devia-
tion of the reading scores. And if I have a perfect correlation, there is no 
error at all. Why I do I need to fi nd causal factors to make predictions? 
The daff odils coming out of the ground do not cause Easter. And yet 
when I see them growing, I can predict that Easter is not far away.

You also say that “through statistics... you learn nothing about the 
underlying processes that lead to individual behavior.” I agree, but 
that still doesn’t make it clear to me that statistics is useless for predict-
ing aspects of individuals. Insurance companies would all probably go 
broke if they didn’t use statistics for these purposes.

Let’s try to keep away from the “understanding specimens” argu-
ment. Runkel does this well, and anybody can read his book. However, 
if we can eff ectively dismantle the individual prediction rationale for 
statistics, this will really pull the rug out from under the social (includ-
ing medical) sciences, and this would indeed be great fun. I’m really on 
your side (I think), but I’m not yet convinced. Please be patient.
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Mark Olson: Bill, like Gary, I understand that we want to keep away 
from an “understanding specimens” argument, and that the idea in 
question is whether statistics has any predictive value. Gary’s argument 
makes complete sense to me, so I am anxiously awaiting your rebutt al, 
and like Gary, I hope you are right. If I may make a trivial request, 
could you stick with the shoe size and reading ability example—this is 
the example I use in my educational psychology class to teach the con-
cept of correlation—the train example confuses things. Thanks.

Chuck Tucker: The important point Runkel makes that can get lost 
in these discussions is not that statistics is bad or dumb or worthless, 
but that it is a tool that can be used for some specifi c purposes but 
not for others. Statistics is a very weak tool to make sense out of what 
people do—some statistics make sense or are useful, but others are not 
as useful. It is like using a hammer to put a screw into wood—you can 
do it, but it will mess up the screw head and the wood and probably 
won’t hold very well. This is the case with most of statistics if you are 
concerned with how the human being works; its use is very limited 
and might in fact be harmful to your understanding. The argument is 
pragmatic in the best sense of the word.

Rick Marken: Bill says: “You learn through statistics what masses of 
people actually do, but you learn nothing about the underlying pro-
cesses that lead to individual behavior.” Gary replies: “1 agree, but 
that still doesn’t make it clear to me that statistics is useless for predict-
ing aspects of individuals. Insurance companies would all probably go 
broke if they didn’t use statistics for these purposes.”

I think we are gett ing philosophical here—so I’ll jump in blindly. I 
think there is nothing harder for people to understand than the point 
you guys are trying to make. People make individual decisions based 
on mass data all the time, and they consider it very reasonable. In other 
words, they are predicting aspects of individuals (themselves) based 
on statistical data. Lots of behavior is done solely because the statistics 
imply that you, as an individual, are more likely to be X rather than 
Y if you do Z. Even a somewhat rational person like me bases some 
individual decisions on what the statistics say.

Gary is right about prediction and statistics—my prediction that a 
person will have value X on a particular dimension is bett er (smaller 
RMS error over predictions) if I know some predictor variables and the 
equation relating them to values on the dimension of concern. But Bill 
is right because this kind of prediction is of no use for an individual. 
Accuracy is defi ned over prediction occasions, and an individual is 
just one occasion. So it is perfectly reasonable, I think, for an insurance 
company to charge me more for life insurance if I smoke. But it is silly 

for me not to smoke based on statistical data. I am not a likelihood. I’m 
just me, once. I can only base my att empts to control things (and that 
is what you are trying to do when you base life decisions on statisti-
cal data) on what is happening now, not on what might happen on 
repeated samples of my life. I can control my insurance premium, my 
att ractiveness to those I care for, and other things by not smoking. But 
I have no way of controlling how long I live or whether I get cancer. 
Those things only happen once, and there is no evidence that they can 
be reliably controlled by individuals’ variations in their smoking be-
havior (individually—I know that, statistically, non-smokers do bett er 
on these things, but this is irrelevant to me individually).

Maybe control is the operative concept here (not statistical control, 
but perceptual control). Statistical evidence gives no evidence of an 
individual’s ability to control variables. Statistics on smoking tell 
me nothing about how I, individually, can control cancer in myself. 
People oft en point out the individual irrelevance of smoking statis-
tics by pointing to folks like George Burns. This irrelevance does not 
mean that smoking might not be bad for many people—eating candy 
is bad for some people, too. Also, there are probably perceptual con-
sequences of smoking that can be controlled by cutt ing down or stop-
ping. If people want to control these consequences, then controlling 
their smoking might be tried. But trying to control variables by basing 
individual actions on statistical data is just silly. People can only con-
trol perception; controlling imagination doesn’t help anything. In fact, 
spending a lot of eff ort controlling imagination is called neurosis, isn’t 
it? The applicability of statistical data to any particular individual is 
imaginary, so controlling individual behavior based on its imagined 
statistical consequences seems to me like neurosis.

Joel Judd: I got the impression from Gary’s last comments that he was 
looking for some logico-mathematical reasoning for arguing against 
inferential statistics, instead of the “specimens” argument. But it seems 
that all one needs to do when contemplating the use of a tool—e.g., 
statistics—is ask, “What do I want to use this tool for?” One doesn’t 
have to delve into the physics and whatnot of screws and screwdriv-
ers and hammers to fi gure out that a hammer doesn’t put in screws 
well (Chuck’s example). Every statistical tool has some mathematical 
assumption(s) underlying it, delimiting its use. What else should one 
have to say when defending a perspective such as Runkel’s? I want to 
know why someone does X. Group statistics can’t tell me.

Mark Olson: Rick, I think I follow your smoking/cancer example. But 
I fi rst need a distinction to be made before I feel I truly understand. We 
say that smoking and cancer are correlated. We also say that children’s 
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feet size and reading ability are correlated. Yet I see these as being 
correlated for very diff erent reasons. In the former example, smoking 
“could” cause cancer, while in the latt er example, size and ability can-
not be causally related. It seems that this diff erence should have some 
importance in this whole issue, and I can’t quite seem to articulate 
what that might be any insights?

Bill Powers: Rick says: “Lots of behavior is done solely because the 
statistics imply that you, as an individual, are more likely to be X rath-
er than Y if you do Z. Even a somewhat rational person like me bases 
some individual decisions on what the statistics say.”

Statisticians like to point out that people who use informal statis-
tical analysis as a basis for choosing behavior don’t do very well at 
it. I bought two lott ery tickets because the pot was $60 million on 
Wednesday. A rational analysis shows that if I had bought all of the 
tickets, I would have been certain to lose something like $20 million (or 
some big number). So the optimum number to buy, considering that 
the $2 could have been spent on a hamburger which would certainly 
do me some good, was zero.

But Rick’s point is well taken. It reminds us of what statistics is all 
about: trying to make predictions about what will happen on the basis 
of what has happened. This is all people could do prior to science: they 
didn’t know how to fi gure out the underlying processes so they could 
predict what is going to happen without having to remember and ana-
lyze what has happened. Once you have a workable idea of the inner 
organization of any system, you can predict what it will do even under 
circumstances that have never happened before. Of course, you have 
to study what happens in the world in order to fi nd a good model. 
But once you have the model, you predict from it, not from average 
past behavior. The record of physics and chemistry shows that this ap-
proach is far superior to merely watching behavior and assuming that 
the future will be like the past.

When your motorcycle starts making a funny tapping sound, there 
are two ways to fi x it. One is to try to remember what the mechanic 
found the last time that sound happened and replace the same part. 
The other is to understand how the engine works, inside, and fi gure 
out that this time it’s the tappets. What was wrong the last time is then 
irrelevant. Of course, if the previous trouble was also the tappet adjust-
ments, then this time you should not merely adjust the tappets. First, 
you should fi gure out why the sett ing isn’t holding. You have a diff er-
ent problem, and the tappet maladjustment is only a symptom of it.

Tom Bourbon: Concerning the recent discussion about statistical pre-
dictions, there was an observation that there is a diff erence between 

correlations such as the one between smoking and lung cancer, and the 
one between shoe size and reading skill. That is true. A correlation be-
tween two sets of numbers means nothing more than that the positions 
of individual cases on one measurement scale resemble their positions 
on another scale. The equations used to calculate the degree of correla-
tion could care less where the numbers came from or what they mean. 
That is as it should be, and that is one reason statistical analyses alone 
cannot reveal information about individuals.

However, when used in the context of research driven by a theory 
that makes bold predictions (i.e., specifi c, quantitative, falsifi able pre-
dictions), correlations can provide strong evidence about causal rela-
tionships. In the case of correlations found in control behavior, howev-
er, the correlations go counter to what most behavioral scientists have 
come to expect. For example, if a person is controlling a variable that 
is subject to independent disturbances, the actions of the person will 
be essentially uncorrelated with the value of the variable the person is 
controlling, but will be highly negatively correlated with the net distur-
bances acting on the controlled variable. To an uninformed observer, 
the person’s actions will appear random, and the person’s control over 
the perhaps unchanging controlled variable will go unnoticed.

In tracking studies such as those used by some of us who do con-
trol-theory modeling, the correlations between 1800 pairs of values of 
positions of a control handle and of values of the net disturbance on a 
controlled cursor are as high as -0.998. Of course, with n = 1800, no test 
of statistical signifi cance is needed to know that the person moved the 
handle to negate the eff ect of the net disturbance. To do a statistical test 
of signifi cance on data such as those would be utt erly ridiculous.

In tracking data, the correlation between positions of the cursor and 
of the handle varies around 0.0, but it can be as much as +0.2 or -0.2. 
With n = 1800, those correlations are highly statistically signifi cant; but 
of course they are totally meaningless.

In more traditional psychological research, correlations can pro-
vide some grounds for prediction, but only if the assumptions and re-
quirements of the statistical procedures are met. That was one of Phil 
Runkel’s major points in his book. Phil did not reject the “method of 
relative frequencies,” as he identifi ed traditional research designs and 
statistical analyses. But he did rightfully and masterfully show that 
those methods cannot work if one uses them to gather information that 
lets one make fi rm statements about individuals.

An excellent example of the problems encountered when people try 
to use statistical evidence to make statements about individuals can be 
found in R. M. Dar, D. Faust, and P. E. Meehl, “Clinical vs. Actuarial 
Judgment,” Science 243, 1989, 1668-1674. The authors summarize the 
now sizeable literature which reveals that nearly any simple-minded 
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actuarial procedure can out-diagnose nearly any practitioner who re-
lies on “clinical judgment.” Those results are telling. But the authors 
make another major point: even the best actuarial procedures are not 
very good. The actuarial procedures produce validity coeffi  cients a 
few per cent higher than those produced by clinicians acting on pro-
fessional judgment alone. The correlations between diagnoses and 
confi rmed “pathology” are in the 0.20-0.50 range, which is the range 
one typically sees in the literature for the behavioral sciences. It ap-
pears that the clinical psychologists, burdened as they are with the 
“scientist-practitioner” model under which they train, do about as 
well as the behavioral scientists when it comes to identifying relation-
ships—and neither group does very well.

Dar, Faust, and Meehl also draw a distinction between the state of af-
fairs in clinical diagnostics and that in science, where access to a strong, 
corroborated model gives the edge to the scientist over actuarial pro-
cedures. The reason, of course, is that the scientist has an understand-
ing of causes. Those who rely on actuarial procedures labor under the 
handicap of ignorance about causes—or else they act as though they 
understand causes, as when they assume causal relationships among 
the variables that enter into a multiple regression equation.

Gary Cziko: Reading some of Tom’s comments, I get the feeling that 
the issue we are discussing here all reduces to the notion of individ-
ual diff erences in reference levels (internal standards). If everyone in 
a population had the same reference level for some perception, then 
we would get nice group correlations between disturbances (which 
would look like stimuli) and behavior which (it seems to me) would tell 
us something about the workings of individuals. However, individual 
diff erences cloud this relationship, so the only way to get at it is to ex-
amine individuals separately and then see what the invariances are at 
a more abstract level.

As far as I know, all strips of copper or containers of oxygen are basi-
cally alike. We can push and pull on them and send electrical currents 
through them and see how they behave without worrying about dif-
fering internal standards. And this is what traditional psychological 
methods do with people. Maybe psychology has forgott en why people 
in experiments were originally (and are still today) called “subjects.” 
For the type of research usually done in the behavioral/social sciences, 
aren’t they really treated as objects?

Tom Bourbon Gary Cziko has remarked that the behavioral and social 
sciences treat people like objects. That is true, not just of their treat-
ment of people, but of living things in general. It is as though behav-
ioral and social scientists expect living mice to “obey” the same causal 

laws as the obliging “creatures” whose tails plug into computers, and 
who jump at our merest touch.

Nestled among the ever-increasing contents of my CST bookshelf is 
Lewis Carroll’s Alice’s Adventures in Wonderland & Through the Looking-
Glass. Carroll understood the distinction and expressed it eloquently 
in the chapter on “The Queen’s Croquet-Ground.” I believe Carroll’s 
message is one every control theorist understands—one every behav-
ioral and life scientist should learn:

Alice thought she had never seen such a curious croquet-ground 
in her life: it was all ridges and furrows; the croquet balls were 
live hedgehogs, and the mallets live fl amingoes, and the soldiers 
had to double themselves up and stand on their hands and feet, to 
make the arches.

The chief diffi  culty Alice found at fi rst was in managing her fl a-
mingo: she succeeded in gett ing its body tucked away, comfortably 
enough, under her arm, with its legs hanging down, but gener-
ally, just as she had got its neck nicely straightened out, and was 
going to give the hedgehog a blow with its head, it would twist 
itself round and look up into her face, with such a puzzled expres-
sion that she could not help bursting out laughing; and, when she 
had got its head down, and was going to begin again, it was very 
provoking to fi nd that the hedgehog had unrolled itself, and was 
in the act of crawling away: besides all this, there was generally 
a ridge or a furrow in the way wherever she wanted to send the 
hedgehog to, and, as the doubled-up soldiers were always gett ing 
up and walking off  to other parts of the ground, Alice soon came to 
the conclusion that it was a very diffi  cult game indeed.

That’s life!

Mark Olson: Tom said that it is true that we can’t compare correla-
tions of smoking and cancer to correlations of feet size and reading 
ability. But this didn’t answer my question about what is that diff er-
ence between these two examples. What Tom wrote was helpful, but it 
didn’t answer my question (at least not directly). Any comments?

Tim Cutmore: Would we say that smoking causes cancer if it were 
found that all (or perhaps just “most” would do) people who smoke 
also were exposed to Z-rays when children, and the Z-ray exposure 
induced the degree of desire to smoke? And it was also noted that Z-
rays have a dose-related latent eff ect in causing cancer (amounting to 
accounting for 99 per cent of the variance in lung cancer!)?

In this case, we would have a superordinate variable which caused 
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both smoking and cancer (vis-a-vis age reading experience -4 read-
ing ability and age Æ foot size; age is the superordinate variable). The 
diff erence in what we believe appears to depend on perceiving the 
relations of the dependent variable (reading ability or cancer) to a su-
perordinate variable (or not).

Izhak Bar-Kana: As the name says, a correlation only shows that some 
relation apparently exists between two diff erent things, for example 
when one is large, the other is mostly large, etc. It doesn’t say if one 
is the cause of the other, if one precedes the other, or not. The diff er-
ence between the smoking and cancer vs. feet size and reading ability 
examples is only in the additional knowledge or assumptions involved. 
People have assumed for a long time that smoking might lead to cancer, 
and the correlation shows that, statistically, there might be something 
here. If the correlation is all you have, you might assume that cancer is 
the cause of smoking, or that both have some common cause.

In the second case, one only starts measuring and fi nds some statisti-
cal relationship between feet size and reading, and then tries to make 
something out of it. But one then needs more: assumptions, revela-
tions, or some discovery that would prove/disprove that the statistical 
result is relevant.

Tom Bourbon: Mark has convinced me that I did not make my point 
clearly. One may assert that any two (or more) sets of correlations are 
comparable. Nothing in the procedures for calculating correlations 
rules out any use to which a person might put the results of the cal-
culations. As I understand it—and I am not a skilled mathematician—
computational procedures of all kinds are blind as to the origins of, 
and the meanings of, the numbers that are fed into them. And they are 
equally blind to the meaning of the results. Meaning and signifi cance 
are in the eyes of those who behold the results, not in the results.

That is why Tim is free to tell us that his hypothetical Z-rays really do 
explain the variance in occurrence of lung cancer, and that the putative 
association with smoking should be put aside. For some reason, I doubt 
that Tim would do that, not because of anything in the rules by which 
one plays the correlation game, but because such an argument would 
not sound plausible to the professional community. Too many other 
things people believe they already know would be in jeopardy—and I 
do not mean that in a trivial sense. The assertion of as-yet-unrecorded 
rays that can play a major role in a prevalent medical problem would 
stretch at the boundaries of science. (Goodness knows, the boundaries 
need stretching from time to time—ask any control theorist who tries to 
publish!) Unless Tim could off er clear evidence that passed the scrutiny 
of scientists, and, more importantly, of good professional magicians, his 

assertion would sound too much like the N-rays that Blondlett  and his 
associates could see in France, early in the century. (Heard much about 
N-rays, lately?)

Which is merely another way of saying what I did in my last post: 
the smoking-cancer association seems more plausible than the shoe 
size-reading ability one. It is all in the sense of how the assertions fair 
with (fi t with, form a nice fi gure with) the other things we know. And 
that has nothing to do with the numbers, per se.

Wayne Hershberger: Tom, your reference to the article by Dar, Faust, 
and Meehl reminds me that Meehl published an article within the last 
three years—in one of the APA journals, I think—comparing the meth-
odologies of the hard and the life sciences. His arguments are consis-
tent with, if not identical to, Bill’s emphasis on “model building” and 
Phil’s concern with “testing specimens.”

Bill Powers: It seems to me that there are three topics concerning sta-
tistics needing separate discussion here. One is the question of causal-
ity; another is the question of applying a statistically obtained regres-
sion line to individuals; the third is the quality of the data on which 
the analysis is based.

On causality: I think we are all agreed that correlations do not reveal 
causation. Causation could run backward to the intuitively assumed 
direction (incipient cancer causes a desire to smoke), could result from 
a superordinate cause (Z-rays cause both a desire to smoke and can-
cer), or could be symptoms of some other process (smoking is a nor-
mally successful att empt by the system to counteract the onset of can-
cer—what percentage of smokers don’t get cancer?). No information 
about these possibilities or any other comes out of a statistical study.

On the application of statistical relationships to individuals: Large 
studies involving many individuals yield a scatt er of data. The com-
mon assumption is that this scatt er is due to uncontrolled environ-
mental variables. But an even stronger assumption is that measuring 
many individuals under varying conditions is the same as measuring 
one individual under varying conditions: in other words, all individu-
als in the population are alike and interchangeable.

Even granting an underlying justifi cation for associating a statistical 
relationship with a causal relationship (for example, having a model 
whose properties agree with the statistical results), the statistical rela-
tionship (regression line) for a population might have nothing to do 
with the quantitative relationships inside each individual that link 
individual behavior to the independent variable(s). I showed in my 
American Behavioral Scientist paper that individual diff erences can ac-
count for the slope of a population regression line, while inside each 
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individual the relation of behavior to the independent variables has a 
slope opposite to that of the population.

Also, confi dence levels do not apply to individual measures. If p is 
less than 0.05, this means only that there is less than one chance in 20 
that the correlation observed in the aggregate data is due to a chance 
fl uctuation in variables that are actually unrelated. If the entire study 
were repeated 20 times, only once would the correlation measure zero. 
Is there any way to calculate the chance that an individual deviation 
from the mean is due to random departure from the population mean 
eff ect rather than a random departure from the condition of no rela-
tionship? It seems to me that this would be like the eff ect of an individ-
ual not actually being from the same population (where a population 
is defi ned as people with identical properties). What is the chance that 
an individual is not a member of the assumed population? Isn’t it the 
product of the probabilities that the person will test positive on each 
indicator of population membership?

On the quality of the data: I’ve said that a correlation of 0.8 looks 
terrible on a scatt er plot. By this, I mean that if you take the regression 
equation y = ax + b as a prediction of the value of the dependent vari-
able y from a known value of x, the mean error seems to be very large 
in relation to the range of predicted values of y. Can someone who is 
fl uent with statistical calculations fi gure out the general relationship 
here? Given such-and-such correlation and a Gaussian distribution of 
errors, what is the RMS error of prediction of a single measure from a 
regression line?

There’s another way to view data: in terms of signal-to-noise ratio. 
This is the ratio of peak-to-peak fl uctuations of a signal to RMS noise, 
where signal and noise are defi ned in diff erent frequency bands. For 
ordinary purposes of transmitt ing quantitative analogue data such as 
an audio waveform, a signal-to-noise ratio of 6 to 1 is barely tolerable; 
for high-fi delity purposes, it should be at least 80 decibels, which is a 
ratio of 10,000 to 1 in amplitude terms. Ordinary meter readings use-
ful for diagnosing electrical system problems need a signal-to-noise 
ratio of 30:1 or greater (3 per cent accuracy). This latt er signal-to-noise 
ratio is about what we get in tracking experiments for the prediction 
error using a control-system model. The corresponding correlations 
are around -0.995. So a correlation of -0.995 implies the lower limit of 
acceptable noise in a physical measurement or prediction.

Of course, we sometimes have to accept worse signal-to-noise ratios, 
but the worse the ratio, the less believable is any statement that the 
theoretical model “predicts” the data. The question is, how bad a fi t 
are we willing to accept while still claiming that the theory has any 
scientifi c usefulness?

I think that to claim scientifi c respectability, we have to insist on very 

good fi ts of theory to data. The reason isn’t aesthetics, but the need to 
be able to make deductions from multiple premises. When a scien-
tifi c deduction depends on the truth-value of each of several premises 
that all have to be true for the conclusion to be true, the truth-value of 
the conclusion is the product of the truth-values of the premises. Four 
premises anded together to create a conclusion, each premise having 
an 80 per cent chance of being true, result in a conclusion that has a 
probability of truth of 0.41. Sad but true.

Any science is built on a foundation of premises that have individu-
ally been checked experimentally and found to be acceptably true. A 
grown-up science is a large structure of logically related statements 
describing facts of nature. But what kind of science can you have when 
you can’t string together four premises and come up with a conclusion 
that is probably true? The answer is: a very fragmentary one. You end 
up with isolated observations that have some small chance of being 
true in a narrow range of circumstances, but which have to remain 
isolated because the quality of the data is too low to permit building 
anything like a complex structure of knowledge.

My chief objection to the way data are analyzed and used in many 
of the life sciences is that observations of very low precision and re-
peatability are used just as if they were as precise and repeatable as 
those of physics. Deductions from premises are made just as if each 
premise had a truth-value of 1.0. There is an enormous gulf between 
the achievements of the physical sciences and those of the behavioral 
sciences. It directly refl ects, I think, the diff erence between a model-
based approach to nature, in which very high standards are set, and a 
statistical approach that provides an excuse for sett ing very low stan-
dards concerning what will be accepted as a true statement.

I have a feeling that we’re starting to preach to the converted about 
statistics. Maybe there is some further point in doing this, and if so, 
why not? But I’m starting to get the itch to see control theory applied 
to some real problems some more. There are probably lots of people 
out there who are searching for applications pertinent to their inter-
ests, and who didn’t intend to do statistical studies anyway. Of course 
a lot of participants on this net are in the position of having to develop 
an interface between control theory and conventional approaches, so 
maybe that’s really what we’re doing right now. As we’re rejecting 90 
per cent of the work being done by hundreds of thousands of well-
funded investigators with loads of clout, however, it might be optimis-
tic to think that these arguments are going to sway anyone who doesn’t 
already accept them. There are limits to the vaunted open-mindedness 
of scientists, no matt er what Carl Sagan says in Parade. We’ll probably 
get furthest in the end by keeping our noses to our own grindstone as 
we’ve been doing for lo, these many years, welcoming those who are 
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interested in joining forces with us, and otherwise ignoring the stuff  
we no longer believe.

Here is something I worked out, with the help of a mathematics 
manual, right aft er I wrote that I was tired of statistics.

Let X be the independent variable (for example, a disturbance acting 
on a controlled variable). Let Y be the dependent variable (a measure 
of the action that opposes the disturbance). Let r be the correlation 
coeffi  cient calculated from N samples of X and Y. The regression equa-
tion is then Y = r * (sigy/sigx) * (X - Xbar) + Ybar, where sigx and sigy 
are the standard deviations of X and Y, and Xbar and Ybar are the aver-
age values of X and Y.

The ratio of standard deviations, output/input, is sigy/sigx. This is 
the scaling factor that represents the average amplifi cation factor ap-
plied to the input to produce the output. That ratio takes care of any 
overall scaling needed to convert X into Y. The correlation coeffi  cient 
can then range from -1 to 1, indicating the match in waveforms of X 
and Y (considering them to be time functions).

The standard error of an estimate of Y from X, according to my man-
ual, is given by Sy = sigy sqrt(1 - r2), or Sy/sigy = sqrt(1 - r2).

The ratio Sy/sigy is the RMS discrepancy between the predicted and 
actual values of Y divided by the RMS variation in Y. Because we have 
pre-scaled the predicted value according to the ratio of sigy/sigx, a 
complete failure of prediction would make the standard error of the 
estimate equal to the RMS variations in Y: in other words, Sy/sigy = 1 
means complete failure. A perfect prediction would give Sy/sigy = 0. I 
thus call this measure the “coeffi  cient of failure.”

We can now construct a table showing the relationship between the 
measured correlation of X and Y and the coeffi  cient of failure defi ned 
as Sy/sigy.

Per Cent Prediction Failure |Correlation Coeffi  cient|

0 1.0
3 0.9995
5 0.9987

10 0.995
30 0.954
44 0.900
50 0.86
60 0.80
70 0.71
80 0.60
90 0.43
98 0.20

100 0.0

This is not like an error bar, because the average ratio of Y to X (RMS) 
has been removed in the calculation of r. A prediction error of 100 per 
cent is the maximum possible error, representing complete failure. At 
the low end, the prediction error is approximately the normal propor-
tional error of prediction.

We can see that very high correlations, indeed, are needed to achieve 
prediction errors of only a few per cent. The error rises drastically as 
the correlation coeffi  cient falls from 1.0 to 0.8. At a correlation of 0.6, 
there is an 80 per cent failure of prediction, and at 0.2, a 98 per cent 
failure (almost total failure).

The “failure of prediction” here is precisely the failure to predict the 
value of a single point using the regression equation obtained from all 
of the data points: in other words, the error in predicting individual 
behavior from the behavior of the aggregate. The signifi cance of the 
larger errors must be judged not as if on a linear scale, but with the 
realization that a failure coeffi  cient of 100 per cent means the ultimate 
degree of failure.

I think that this vindicates my informal estimate that correlations 
below 0.95 (failure coeffi  cient 0.30) indicate that the model is too far 
off  the mark to use in predicting individual behavior. An individual 
could actually show the opposite eff ect at this level of failure, over a 
signifi cant range of values of the independent variable, with a prob-
ability of 50 per cent.

A more sophisticated treatment than I can produce would be need-
ed to show the relationship between the failure coeffi  cient and prob-
abilities of various predictions. But I think the general picture is clear 
enough.

David Goldstein, I believe, told me that thinking of a regression line 
as a predictive model is not the normal way to use statistical results. 
But when mass statistics is used to predict individual behavior, that is 
exactly how the regression equation is being used. Isn’t it?

Gary Cziko: Bill, you provided a very interesting table relating cor-
relation coeffi  cients to your “coeffi  cient of failure.” I’ve never seen this 
coeffi  cient used before to give an idea of the error involved in predict-
ing individuals based a group correlation coeffi  cient; it would have 
been an ideal companion to Jimmy Carter’s “misery index.”

This coeffi  cient is simply the ratio of the standard error of estimate 
(i.e., the typical amount of error for an individual prediction) com-
pared to how much you would be off  just using the mean value of the 
predicted variable in the sample. Simple enough. But to make sure you 
weren’t pulling a fast one, I worked out a concrete example to convince 
myself. Perhaps others will fi nd this useful as well, but it is really quite 
mundane stuff , and those of you who are wise about statistics should 
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probably stop here.
To give a concrete example, I oft en get a correlation of about 0.60 

between height and weight for the ca. 60 students in my (you guessed 
it) introductory statistics class. Imagine that the mean weight (X) of the 
class is 60 kg (132 lb) with a standard deviation (SD) of 5 kg, and the 
mean height (Y) is 160 cm (5’, 3”), with an SD of 10 cm. These fi gures, 
along with the correlation coeffi  cient of 0.6, give a regression equation 
of height = 1.2 * (weight) + 88, so that someone weighing 60 kg would 
be predicted to be 160 cm tall (that makes sense—someone of average 
weight is predicted to be of average height).

Now, you say using this regression equation will give a whopping 
80% error. Let’s see how. Recall that the SD of height is 10 cm. Using the 
formula for the standard error of estimate (Sy), we get 10 * sqrt(1 - r2), 
which, with r = 0.6, gives us Sy = 8 cm. This means that by using this 
regression, we will typically be off  by 8 cm in making our predictions. 
Not using the regression equation at all, i.e., just using our knowledge 
of the group mean height (with no knowledge of weight), will give us 
an error of 10 cm (which is the SD of height). So it looks like you’re 
right in that our typical error in using the regression equation is 80 per 
cent of what it would be if it were not used at all. Or, we could say that 
a correlation coeffi  cient of 0.6 reduces error by only 20 per cent (should 
this be called the “coeffi  cient of success”?).

Now, this example is a bit silly, because if I have both the height 
and weight of my students, and I want to know their height, I will not 
use a regression equation to predict their height—I will just look at 
the height I have already measured. If I were to be brave and predict 
the heights of my next class based on just their weights, my predic-
tions would most likely be signifi cantly worse than the original 80 per 
cent error, even if they were from the same population, whatever that 
means. Hmm.

Only two problems remain. First, why is it that statisticians always 
talk about r-square, the misnamed “coeffi  cient of determination”? They 
would take my r = 0.6, square it to get 0.36, and then say that variation 
in weight explains 36 per cent of the variation in height. This 36 per 
cent is not great, but it does look bett er than a coeffi  cient of failure of 
80 per cent or coeffi  cient of success of 20 per cent. I’ve yet to fi gure out 
how r-square relates to these two new quite pessimistic indices of the 
predictive power of regression equations.

Second, you have been arguing that adding in more predictors 
makes the error even worse. But typically, adding more predictors 
does increase the absolute value of the correlation coeffi  cient (multiple 
r), which, by your own table, reduces the coeffi  cient of failure. I can’t see 
how your argument holds, unless you get into problems of sampling 
and cross-sample validation.

Mark Olson: I just wanted to thank those of you who explained the 
diff erence between the smoking/cancer and reading/feet situations. I 
think the statement that “there is no diff erence between the two except 
the assumptions one brings to each” is what “enlightened” me.

Gary Cziko: As a follow-up to my last post, I just discovered that 
Bill Powers’ “coeffi  cient of failure” does appear in one of my statistics 
books, where it is called the “coeffi  cient of alienation” and is calculated 
as k = sqrt(1 - r2). It would be interesting to see how many statistics 
books even mention this coeffi  cient.

I would prefer to call it the coeffi  cient of “uselessness,” since it tells 
how useless a predictor (or group of predictors in multiple regression) 
is in predicting the Y of an individual.

I recently had a colleague give a presentation showing how, using all 
sorts of measures in the right combination, he can obtain a multiple r 
of 0.5 in predicting children’s adjustment/happiness in school. He jus-
tifi ed this by saying that this is about the best you can get in the social 
sciences. I wish I had been able to tell him that his fi ndings were 86 
per cent useless in predicting the adjustment/happiness of individual 
children.

Finally, it occurs to me that r-square looks bett er than k because the 
former does not depend upon making predictions for individuals but 
uses the rather more abstract concept of “shared” or “explained” vari-
ance.

Bill Powers: Gary, if I understand Phil Runkel’s argument, what you 
gain by adding more predictors is more than off set by the smaller 
N in each group. If you had started with only one predictor (weight 
predicts height) in your class of 60, the N is 60. If you now add, say, 
grip strength as a second indicator of height, you now have at least 
four combinations of independent variables instead of one: high-high, 
high-low, low-low, and low-high. Each subgroup now has only 15 stu-
dents in it. One-fourth the N means twice the standard error. Now, 
in order to fi t the prediction, a person not only has to be heavier than 
average and taller than average, but also stronger than average. All 
you’ve done is to eliminate some of the heavier people who are taller. 
Even if the N in the high-high group is larger than in the other three 
groups, I think you always lose some predictivity. If you don’t add any 
new people to increase N, it seems to me that you’ve just cut down the 
number of people who fi t all the criteria: instead of just heavier and 
taller, they have to be heaver, stronger, and taller. I think that this is 
what Phil Runkel calls fi ne-slicing.

I don’t know how to work this out mathematically. Can you do some-
thing analogous to what I did with the one-dimensional case?
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My hunch is that the higher correlations found in multiple regres-
sions are off set by the increased standard error, or more than off set. 
Higher correlation, but higher uselessness index—maybe.

As to “explained variance,” individual measures don’t have any 
variance, do they?

Gary Cziko: This continues the discussion about how group statistics 
are not very useful for making decisions about individuals.

Eff ect sizes have become a commonly used metric in educational re-
search to describe the diff erence between an experimental group (e.g., 
new way of teaching math) and a control group (e.g., old way of teach-
ing math). The eff ect size is the diff erence in means divided by the 
standard deviation. So if the standard deviation of the math test is 10, 
and the experimental group mean aft er treatment is 55 compared to 
the control group at 50, there is a 0.5 eff ect size.

For some reason, an eff ect size of at least 0.5 has become accepted as 
indicating that there is a practically signifi cant diff erence between the 
two groups, hence the new method is bett er than the old. I wouldn’t be 
surprised if a similar standard has become adopted in other areas, for 
example in medical research. One positive consequence of using eff ect 
sizes is that it gets around the problem of tiny diff erences being “highly 
statistically signifi cant” simply because one has used large samples.

But let’s see just how exciting an eff ect size of 0.5 really is. With two 
normal distributions whose means are separated by 0.5 standard devia-
tion, we fi nd that 31 per cent (almost one-third) of the individuals in the 
low group are actually higher than the mean of the high group. Also, an 
additional 38 per cent of low-group individuals will not be more than 
one standard deviation below the mean of the high group. This gives us 
a total of 69 per cent of low-group individuals which are either higher 
than the mean of the high group or not more than one standard devia-
tion below the high mean. The same, of course, could be said conversely 
of the high-group individuals (69 per cent are lower or not more than 
one standard deviation above the mean of the low group).

An eff ect size of 0.5 does not seem very impressive in making predic-
tions about individuals.

Chuck Tucker: The discussion on statistics is wonderful. I hope that all 
of you who teach statistics will incorporate these ideas in your courses 
and make it a point to catch those who claim they are not interested in 
individuals (that is the retort in my sociology department) when they 
try to use statistics to talk about them.

Bill Powers: Gary, I hadn’t heard about “eff ect sizes.” Half a standard 
deviation? Surely you jest. Do people ever actually replicate studies of 

this sort? I approve of gett ing rid of statistical signifi cance that’s based 
mainly on large N, but is it an improvement to accept smaller N and 
also relax the meaning of signifi cance even further (“practical signifi -
cance”)?

You say: “One positive consequence of using eff ect sizes is that it 
gets around the problem of tiny diff erences being ‘highly statistically 
signifi cant’ simply because one has used large samples.” Now you can 
get signifi cance with tiny diff erences, even without using a large sam-
ple. It seems to me that someone is trying to recycle the garbage. How 
to do a bad experiment and still get it published?

Rick Marken: I want to just say “bravo” to all those involved in the 
statistics discussion. I don’t think any conventional psychologists will 
be converted from the statistical to the modeling game, but it’s nice 
to point out the problems for posterity, and for the unconverted who 
could contribute to the development of a science of life.

Martin Taylor: Gary defi nes “eff ect size” as the diff erence between 
the means of two distributions measured in units of the standard de-
viation. In psychophysics, this measure is called d’ (“d-prime”), and a 
d’ of 1 is taken as roughly what people mean when they say that there 
is a “threshold” eff ect. A subject will usually not claim to have detected 
an individual signal at a level giving a d’ much less than unity, but will 
usually claim to have detected an individual signal at a level giving a d’ 
appreciably greater than unity. Gary says that in educational research, 
an eff ect size of 0.5 is taken as practically signifi cant, and he thinks the 
same is true of other areas. In psychophysics, the usual equivalent is an 
eff ect size of unity, which seems appropriate, given that the subjects in 
an experiment are working with individuals, and unity is roughly the 
d’ that separates conscious detection from non-detection.

Gary Cziko: Martin, could you provide a bit more information about 
what the psychophysical “eff ect size” d’ is as used in psychophysics? 
You say: “A subject will usually not claim to have detected an individ-
ual signal at a level giving a d’ much less than unity, but will usually 
claim to have detected an individual signal at a level giving a d’ appre-
ciably greater than unity.” Are you referring to a type of signal-to-noise 
ratio here? If this is analogous to the eff ect size in educational research, 
what are your two means, and what is your standard deviation based 
on? I suppose a simple example would help us non-psychophysicists 
to understand this.

I would guess that psychophysics should be of some interest to con-
trol theorists, since, as I understand it, it uses the method of specimens 
(one individual at a time to fi nd invariant laws) in much the same way 
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that control theory does.
As a follow-up to my previous post, I have constructed a table to 

show how various eff ect sizes can be used to make predictions about 
individuals in low” and “high” groups. The table assumes Normal dis-
tributions. I wouldn’t be surprised if I made some typos or calculation 
errors here, but the numbers all go in the right direction, so there are 
no obvious errors.

In the defi nitions below, the words “low,” “lower,” and -below” can 
be interchanged with “high,” “higher,” and “above,” respectively.

A = Eff ect size, (Xbar-Ybar)/SD
B = proportion of low scores higher than mean of high group (“sur-

prises”)
C = proportion of low group no more than 1 SD lower than mean 

of high group (low group scores as close to high mean as typical high 
group score is to high mean)

D = total of B and C (total proportion of low group scores easily con-
strued as being part of high group)

A B C D
0.50 0.3085 0.3830 0.6915
0.75 0.2266 0.3721 0.5519
1.00 0.1587 0.3413 0.5000
1.25 0.1056 0.2954 0.4010
1.50 0.0668 0.2417 0.3085
1.75 0.0401 0.1865 0.2266
2.00 0.0228 0.1359 0.1587
2.25 0.0122 0.0934 0.1054
2.50 0.0062 0.0606 0.0668
2.75 0.0030 0.0371 0.0401
3.00 0.0013 0.0215 0.0228

Column D is most informative (and most damaging) because it gives 
the total proportion of individuals in the low group who would not be 
out of place in the high group (or vice versa).

Note that at the “practically signifi cant” (in educational research, 
anyway) ES of 0.5, more than two-thirds of the low group fi t nicely 
into the high group (and vice versa). Even at a “whopping” ES of 1.00 
(equivalent to a diff erence in mean IQ of 16 points, for example), this is 
still the case for half the individuals in each group. It is only when we 
reach a “mammoth” ES of close to 1.75 that this proportion drops to less 
than 0.25. An ES of 2.75 is nice, since then the proportion is less than 
0.05. Has anybody ever seen one this big in the social sciences? Perhaps 
the diff erence in height between Pygmies and Dinkas in Africa.

Of course, all this looks even worse when we try to use fi ndings like 
these to make predictions about new individuals who were not part of 
the original data, and who might or might not be considered part of 
the same population (whatever that means).

Bill Powers: Gary, if you think about publishing this sort of analysis, I 
hope you’ll make the paper a comparison of what’s good for education 
as opposed to what’s good for the student. What’s good for education 
is, of course, a good track record. What’s good for each student is to 
be evaluated accurately, to be treated appropriately, and to learn suc-
cessfully. What we’ve been doing in these posts is developing a way 
to show that the goals of educators can be met, while, in signifi cant 
numbers of cases, those of students are not. It’s no good to point out, as 
defenders of the present methods will do, that substantial numbers of 
students are treated properly. We have to focus on those who are mis-
judged by the statistics. Even with two standard deviations between 
group means, one student in six will be treated as if he or she belongs 
in the wrong group, according to your chart. In a class of 30, that’s fi ve 
people about whom the teacher will get the wrong idea. I don’t think 
that this kind of misevaluation is harmless. It ought to be actionable on 
the basis of an implied warranty.

All this would be more convincing if we could come up with a way 
to apply control theory in teaching or testing that would work bett er 
than the present methods. Let’s talk about it.

What I am hostile to is the misuse of group statistics. If you want 
to compare two methods or two tests to see which is “bett er” with 
respect to producing or measuring some aggregate phenomenon, sta-
tistics works fi ne. Just don’t make the mistake of using the methods 
or the tests to evaluate individuals. Not unless your correlations are 
running 0.99 or bett er.

Gary Cziko: Bill says: “What I am hostile to is the misuse of group sta-
tistics. If you want to compare two methods or two tests to see which 
is ‘bett er‘ with respect to producing or measuring some aggregate phe-
nomenon, statistics works fi ne.” But even this idea seems based on a 
linear, one-way view of causality which does not seem compatible with 
control theory. Much (if not most) of quantitative educational research 
is determined to show that certain combinations of inputs (“indepen-
dent” variables) will give you certain outputs (“dependent” variables), 
and of course group statistics is used to try to do just this. Results have 
been rather dismal so far, but that just means that not enough vari-
ables were taken into account, or the measures were not reliable/valid 
enough, or the statistical analyses were not abstruse enough (structur-
al equation modeling using a program called LISREL is the latest trend 
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in statistical analysis). This is done, of course, in the hope that once 
the input-to-output links are known, teachers and administrators can 
bett er control the behavior (i.e., success, achievement, drop-out rate, 
motivation, etc.) of their students. It seems that even your statement 
seems to imply an input-to-output view.

Group statistics seem to be used in at least four ways in educational 
research:

(1) to tell us about the psychological processes/functioning of stu-
dents;

(2) to make predictions about individuals;
(3) to fi nd out what combinations of input variables (e.g., teaching 

method) cause certain patt erns of output variables (e.g., mathematics 
achievement); and

(4) for polling (survey) research.
Runkel’s book and your American Behavioral Scientist article do what I 

feel is a convincing job to debunk the fi rst. Our recent discussion about 
individual predictions using correlations and eff ect sizes addresses 
what appear to be serious problems with the second. We are discuss-
ing the third now. It might be that only the fourth is a legitimate use (if 
we can fi gure out what a random sample is and don’t worry too much 
about the problems that the Bayesians point out).

Fred Davidson: In response to the recent discussion of statistics, eff ect 
sizes, and what’s-good-for-the-student (Cziko, Powers, and others), I 
recommend J. R. Frederiksen and A. Collins, “A Systems Approach to 
Educational Testing,” Educational Researcher 18(9), 1989,27-32. There 
are many in educational testing who would love to see the downfall of 
norm-referenced epistemologies. Frederiksen and Collins propose an 
elegant new “validity” (= truth) of measurement: “systemic validity.” 
They say: “Evidence for systemic validity would be an improvement 
in those skills [which the test claims to measure] aft er the test has been 
in place within the educational system for a long time.” (p. 27)

In language testing, we call this “backwash”—the eff ect of testing 
on instruction. We backwashers believe that testing is the servant of 
successful learning. That’s a concept that the quasi-scientifi c, clinical, 
detached, norm-referenced-measurement establishment seems to have 
forgott en. I like “systemic validity” bett er than “backwash,” since the 
former elevates the concept to the level of a “validity”; there are about 
four validities taught in educational measurement courses: face, con-
tent, criterion (predictive and concurrent), and construct. Politically, 
that is a good idea.

Now to control theory: I suspect that control theory off ers a way to 
further justify systemic validity/backwash. Isn’t successful learning 
also a well-functioning control system?

Bill Powers: Gary, I said that group statistics can be used to compare 
methods or tests. You said: “But even this idea seems based on a lin-
ear, one-way view of causality which does not seem compatible with 
control theory. Much (if not most) of quantitative educational research 
is determined to show that certain combinations of inputs (‘indepen-
dent’ variables) will give you certain outputs (‘dependent’ variables), 
and of course group statistics is used to try to do just this.” We have 
to be careful about treating control theory as a dogma with which we 
must keep faith. If a lineal cause-eff ect model could predict individual 
behavior accurately, we would have to accept it as a contender against 
control theory. We don’t really need to consider control theory when 
evaluating a cause-eff ect explanation of behavior. If we reject a cause-
eff ect explanation, we should do so on the basis that it predicts poorly, 
not because it violates the precepts of control theory or because there’s 
something that says cause-eff ect systems can’t exist. This means we 
judge against standards of prediction. So where are we to set those 
standards? Is a measure that has a uselessness index of 60 per cent OK? 
Are we willing to accept the many wrong predictions that result from 
such a low standard? If so, then, as Rick Marken would say, go for it. 
It would certainly make life easy for those who need to publish regu-
larly. But this isn’t how you achieve real knowledge about nature.

What it all comes down to is a system concept. What kind of science 
do you want to mean when you call yourself a scientist?

Of course, I agree with you about the cause-eff ect approach. It isn’t 
really even a model, because it tries to explain the output on the basis 
of the input without any idea at all of what goes on between them. 
That’s truly just fl oundering around in the dark. You don’t even know 
if the change of behavior isn’t produced to counteract the eff ect of the 
input!

But I don’t think that we’ve eff ectively debunked anything yet. How 
many conventional educators have called you up all weepy and apolo-
getic and promised that they’ll stop doing those bad things? I think we 
have to concentrate on fi nding something that works bett er, so it can 
be taught and used. That’s the only thing we can off er that will change 
anyone’s mind. Nobody will prefer a method that works worse over 
one that works bett er. Not for long.

Gary Cziko: Bill says: “If we reject a cause-eff ect explanation, we 
should do so on the basis that it predicts poorly, not because it violates 
the precepts of control theory or because there’s something that says 
cause-eff ect systems can’t exist.” Yes, I basically agree with this, al-
though I wonder what your reaction would be to someone who wants 
to show you a perpetual-motion machine (perhaps even one that can 
do work). I suppose you should ask to see if it works, although most 
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of us wouldn’t waste our time, since all we know about physics says 
such machines can’t work. But, yes, control theory has nowhere near 
the status of the laws of thermodynamics, so we need to keep our eyes 
open to see what works.

Now, here’s a concrete problem. I’ve been showing the “random” 
program which you describe in your article in American Behavioral 
Scientist, September/October 1990. One reaction I get is that a multiple 
regression (MR) could make good sense of these data if you included 
the reference level, cost, and wage variables. Something tells me that 
this is not the case, since this would still be an analysis of relative fre-
quencies, not a test of individuals.

What I’d really like to do is to get the program to generate some data 
which I could try to analyze using MR (or bett er yet, give it to one of 
the many MR-whizzes around here) and see what could be done. So 
my two questions are:

1. Would it be possible and worthwhile to get a data matrix from 
this program for such an analysis?

2. Do you have any ideas about what MR analysis could reveal 
about such data? Could it fi nd that reward is under fairly tight control 
and that costs and wages are disturbances?

I hope that those who are familiar with this article and know some-
thing about MR analysis will join in here.

Bill Powers: [In reply to a post by Peter Parzer, in the Department of 
Psychology at the University of Vienna.] It’s now beginning to look 
as though we have been using the concept of correlation incorrectly 
in talking about our tracking experiments. When we speak of using a 
model to predict behavior, the independent variable used both for the 
model and for the real person is predetermined and exactly known 
(i.e., not a random variable). This implies that we shouldn’t be talk-
ing about the “correlation” of the independent variable with the de-
pendent one. Intuitively, we have realized that when you get correla-
tions of 0.99 and up, correlation ceases to be a very useful measure 
and starts becoming a tool for making an impression on someone. The 
more useful measure is just the RMS error of prediction in proportion 
to the range of the expected value, which I have already referred to as 
the signal-to-noise ratio.

I’m not sure of this conclusion, however. Perhaps if I describe a basic 
experiment, Peter can tell us the right measure to use.

The task is for a person to use a control handle to keep a movable 
object on the screen aligned between two “target” marks. The position 
of the movable object (the “cursor”) is determined by the sum of two 
numbers: one represents handle position relative to the midpoint, and 
the other is a time-varying disturbance generated by smoothing and 

scaling a table of random numbers. When the target marks are station-
ary (the simplest case, “compensatory tracking”), accomplishing the 
task perfectly implies moving the handle in exact opposition to the 
disturbance, so the net eff ect on the cursor remains zero (which is the 
position between the target marks). The disturbance thus becomes an 
independent variable that predicts handle position.

The disturbing function itself is invisible, being applied inside the 
computer that runs the experiment. Stabilization of the cursor is not, 
of course, perfect; the cursor wobbles slightly up and down during a 
typical one-minute run. Its wobbles do not resemble the variations in 
the disturbance. The data consist of 1800 samples of cursor and handle 
position (the disturbance waveform is stored beforehand), or one set 
of samples every 1/30 second (more or less, depending on which com-
puter is used).

The model used is that of a control system, which for this case is 
indistinguishable from a stimulus-response system except for the fact 
that the most obvious “stimulus,” the cursor position, is continuously 
dependent on the “response,” the handle position, as well as on the 
“independent variable,” the disturbance waveform. In addition, all 
variables are continuous, instead of discrete as is usually assumed in 
stimulus-response analyses. The control-system model that we use 
most commonly also puts one time-integration into the output of the 
system. The output is a constant times the time integral of the devia-
tion of the cursor from the target marks. For slow variations of the 
disturbance, this integrating model works only slightly bett er than a 
pure proportional model.

The subject and the model are both run with the same disturbing 
waveform. This enables us to fi nd the value of the integrating constant 
(or gain of the control system for the proportional case) that makes 
the model fi t the data best. Typical errors of fi t are about three per 
cent RMS of the peak-to-peak excursions of the handle. Next, a new 
disturbing waveform is generated by the computer and the model is 
run using the parameters already obtained. This result is now a predic-
tion of the way the subject will move the handle when the same new 
disturbance is applied during a “live” run. The errors of prediction are 
typically three per cent to fi ve per cent of the handle excursion.

Predictions of the cursor position are not so accurate, because the cur-
sor position represents the diff erence between the handle position and 
the optimal position called for by the magnitude of the disturbance at 
any given instant. For very slow disturbances, the cursor prediction 
error can be quite large—100 per cent RMS or more. But the more dif-
fi cult the disturbance (so that stabilization errors become larger), the 
bett er the prediction, the RMS error dropping sometimes to 10 per cent 
of the cursor excursion.
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Correlations of cursor position against handle position are proba-
bly meaningful, because unsystematic tracking errors are seen; these 
correlations are typically 0.2 or less (positive or negative), becoming 
smaller as the task gets easier.

We have also been calculating correlations between the momentary 
handle positions and the momentary magnitudes of disturbance. The 
disturbance variations, however, are accurately known, so this “inde-
pendent variable” is not really random, although it is derived from a 
table of random numbers. In principle, because of the smoothing used 
to limit the speed of variation of the disturbance, some short-term pre-
diction of the independent variable is possible (for this reason, some 
workers have proposed that control systems must contain predictors). 
Our model, however, does no predicting, and it works well enough 
that I don’t think we need to add such a feature to the model. But the 
question still remains as to whether the disturbance should be con-
sidered a random variable or a given variable. That’s what I’m asking 
Peter to think about, if this explanation of the experiments has given 
enough information to allow making a judgment.

[Following another post from Peter Panzer.] Before proceeding, I’d 
like to clear up the nature of the control-system model, as well as our 
way of using it for predictions. Let’s see if I can construct a diagram 
that will make the relations clearer:

pending on display resolution). We can measure the handle position 
(in my equipment) to one part in 4096 of the maximum possible han-
dle excursion, give or take a per cent of nonlinearity. The disturbance 
values are known exactly. So we really aren’t talking about errors in 
measuring the input or the output, are we? We know what the input 
and output are with relatively high precision. The problem is to guess 
how the control system in the box is organized such that it produces 
the observed relationship.

If t represents the stationary target position (zero by defi nition), c 
represents the cursor position, and h represents the handle position, 
the simplest model that seems to predict well has the form: h’ = k * 
integral(c’ - t) * dt, where dt = about 1/30 second. The experimental 
apparatus is set up so that (exactly) c = h + d, where d is the current 
magnitude of the disturbance, and h is the current measured position 
of the handle.

The model is run by solving these two equations simultaneously via 
simulation, since d is not an analytical function of time. The variables c 
and h are given initial values, and then the disturbance is run through 
all its values while the values of c’ and h’ are computed over and over, 
yielding tables showing positions as a function of time. The subject is 
run by being put in the same relationship to the apparatus as the box 
labeled Control System, above.

The primes in the expressions designate the predicted values of c and 
h. Let c and h (without primes) represent the observed values (from a 
run with a real subject). We are then interested in the departure of c 
from c’ and of h from h’. Generally, the RMS departures are enough 
larger than the errors of measurement of c and h that we can ignore 
those errors of measurement.

We can measure both the model’s and the subject’s handle positions 
with an accuracy of much less than one per cent. We take the subject’s 
handle position as the defi nition of zero error, and evaluate the model’s 
error of prediction by comparing its simulated handle positions with 
those of the subject over the course of the experimental run. It seems 
to me that this defi nition of prediction error is not arbitrary or model-
dependent [as suggested by Peter].

What is arbitrary, of course, is the form of the model in the box la-
beled Control System. There is actually more in that box than is dis-
cussed here, because we have to be able to account for other cases—for 
example, the case in which the subject holds the cursor some fi xed dis-
tance away from the target marks. We have picked the simplest mod-
el that accounts adequately for the data. More complex models can 
slightly improve the results. For example, by putt ing a time-delay of 
about 0.15 second into the model, we can halve the RMS prediction er-
ror. But it’s always possible that Mother Nature has put something else 

The eff ect of the disturbance on the cursor position occurs inside the 
computer; the disturbance itself cannot be seen by the subject except 
through its eff ects on the cursor. The handle also aff ects cursor posi-
tion at the same time. So the input to the control system (visible cursor 
position) is not independent of the output (handle position). The true 
independent variable is the disturbance, a slowly and continuously 
varying waveform. The disturbance and the handle position aff ect the 
cursor at the same time, so cursor position depends jointly on the dis-
turbance magnitude and the handle position. The behavior of the cur-
sor does not reveal what either the disturbance alone or the handle 
alone is doing.

We can measure the cursor position within about one part in 350 to 
480 of the maximum possible excursion on the computer screen (de-

 Disturbance                   Cursor                Control System

                Handle
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into the Control System box. All we can do is make our best guess and 
hope that more detailed data about the neuromuscular systems will 
help us to fi nd a still bett er model. But as the simplest model leaves 
only about three to fi ve per cent diff erence between model and reality, 
we aren’t going to gain much more accuracy.

There are two steps in making a prediction. First we match the mod-
el to the behavior as well as possible by adjusting k in the equation 
above. Then we generate a new waveform for the disturbance (when 
we’re fussy we require that it correlate less than 0.2 with the former 
one) and use that to make a predicted run, with the previously found 
value of k (the only adjustable parameter). The predicted handle wave-
form will be diff erent from before because the disturbance waveform 
is diff erent. Finally, the (same) subject’s behavior with the new distur-
bance waveform is recorded and compared with the prediction. This 
latt er step, in which the model is used fi rst under new conditions, is 
what we call a true prediction. The RMS diff erence between model and 
real handle positions in the second step is typically three to fi ve per 
cent. Tom Bourbon has shown that this same accuracy of prediction 
is found even with a lapse of one year between the prediction and the 
real run. The property represented by k thus appears quite stable over 
time, although it diff ers markedly (2:1) between individuals.

We have not said where the random errors come from in our model, 
but clearly they have to be coming from inside the subject, because our 
knowledge of d, c, and h is relatively exact.

I wonder if it still seems to Peter that there is no diff erence between 
the statistical and the model-based approaches (at least ours)? I have 
a suspicion that the way we are using the term “model” isn’t quite the 
same as the way Peter is using it.

Gary, here is the part of the “random” program that generates the 
data:

for i := 0 to maxdata do begin
b := 1.5 + 3.5 * random; {for Hercules and EGA}
k := 5.0;
d := -random(40);
r0 := 100 + random(200);
effort := k * (r0 - d)/ (1.0 + k * b);
reward := (b * k * r0 + d) / (1.0 + k * b);
v2[i] := round(effort); v1[i] := round(reward); 

ref[i] := r0;
end;

I set maxdata to 4000, but there’s no need to go that far. The error sen-
sitivity is fi xed at 5.0 (k). The “cost” is d; the “wages” are b. The result-
ing eff ort and reward fi gures for each person are stored in two arrays: 
v1 (eff ort) and v2 (reward). The reference signals (amount of reward 
desired) are stored in the array ref. The entries in the reward and eff ort 
arrays amount to a single determination for each person.

In the article, I pointed out that in order to measure the reference 
signal for each person, it would be necessary to do a control-system 
type of experiment with every individual. You would have to vary the 
disturbance to fi nd out what level of reward leads to zero eff ort in each 
individual (the defi nition of a measured reference level of a controlled 
quantity). As presented, the data do not show this: we know the inter-
nal reference sett ing for each person only because we know the correct 
model for each person. For an experimenter who does not know about 
reference signals, there is nothing to indicate their sett ings. The only 
externally observable variables are eff ort and reward.

I doubt that MR analysis would reveal the reference levels for each 
person. The concept of a reference level, a preferred level of input, is 
model-dependent, and here the model is that of a control system, not 
an input-output system. Similarly for the idea of error sensitivity (k). 
You can’t measure k for an individual from a single observation. The 
loop gain of the system can’t be seen unless you vary the disturbance 
and observe how much the disturbed variable, the reward in this case, 
changes. The loop gain would be the ratio of the disturbance magni-
tude to the change in reward relative to the no-disturbance value, mi-
nus 1. We know the external part of the loop gain (the wage) but must 
deduce the internal part, the error sensitivity k. I don’t think any of 
these concepts are part of the model assumed under MR analysis.

The above program would be easy to implement in BASIC or any 
other language, or even on a spreadsheet. Rick Marken has done con-
trol systems on spreadsheets. Most statistics packages, I believe, can 
import data from spreadsheets.

You also said: “... I wonder what your reaction would be to someone 
who wants to show you a perpetual-motion machine (perhaps even 
one than can do work).” Aft er all my experiences with control theory, I 
wouldn’t reject a working perpetual motion machine on principle. But I 
would like to be alone with it for half an hour, with a few hand-tools.

Tom Bourbon: To Peter Parzer: I have enjoyed watching the dialogue 
between Bill Powers and you. You have certainly raised some impor-
tant points concerning the nature of modeling. The most signifi cant 
reminder you made for me is that the selection of variables and metrics 
is always in the hands of the modeler and can be done in various ways 
that can enhance the apparent success of the modeling enterprise.
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As for the reliance on correlations in presentations of the results of 
modeling by control theorists, that selection was driven in part by a 
desire to have at least the index of performance be familiar to psy-
chologists and other behavioral scientists, the majority of whom never 
work with continuous variables, and who never use other indices, 
such as RMS error.

Bill Powers: (In reply to a post by Peter Parzer.] It seems to me that the 
simplest comparison between the simulated handle position and the 
observed handle position would be a plot of the diff erences between 
them for the 1800 data points in a tracking run. We want to do this 
so that we can compare diff erent models and see which predicts the 
results the best. We could simply look at two plots of prediction error 
against time and say, “Ah, the fi rst one stays closer to zero over most 
of the points.” Or, more likely, we would look for some measure that 
would be more reproducible over observers, such as the RMS error 
calculated for all the data points. As you imply, there isn’t any “objec-
tively right” way to measure overall error. But there are ways that are 
useful, simple, and reproducible.

Whether absolute or relative errors are used depends on the applica-
tion. If you’re talking about arithmetical calculation errors, absolute 
error is all that makes sense—aft er all, the relative error is always zero, 
in comparison with the range of values that numbers can take on (in-
fi nity). On the other hand, if you’re judging how well a person steers a 
car, relative error makes sense, because what matt ers is how much the 
car wanders in relation to the width of its lane. I agree that there is a 
choice, but usually there’s a prett y good reason for the choice. There’s 
no one measure of error that suits all occasions.

In a tracking experiment, we have a record of 1800 positions of the 
handle. The model reproduces these positions with some error. But 
why should we assume that the errors we see are due to a random 
variable in the subject? Why shouldn’t we assume that the model still 
does not capture all the properties of the real system correctly and that 
the remaining errors are systematic? Indeed, we fi nd that when we 
refi ne the tracking model—for example, by putt ing in that time-lag I 
mentioned—the prediction errors become signifi cantly smaller. In one 
experiment, the RMS errors of prediction dropped from 3 per cent to 
1.5 per cent (noise-to-signal ratio). That tells us that at least half the er-
ror we obtained before was not random. Why should we assume that 
all of the remaining error is random? Of course, at some point we will 
run into what looks like a basic noise level, but the errors are already 
so small that they’re approaching those of a physical measurement. 
When you speak of an “adequate” model, you have to ask “adequate 
for what purpose”? I think that in terms of predicting simple behav-

ioral phenomena, the control-system model is adequately precise for 
any purpose we can now imagine. Our biggest problems now are in 
modeling more complex behavior.

The diff erence between models and statistical analysis really comes 
down to a diff erence in basic assumptions. I assume that prediction 
errors occur because although the person’s behavior is completely sys-
tematic, the model is not yet exactly correct. It might not have been 
apparent, come to think of it, that when we speak of predicting han-
dle movements in the tracking task, we mean predicting all details of 
movement with quantitative accuracy, not just comparing mean slopes 
or other average measures. The tracking model generates a trace of 
simulated handle movements that can be laid right over the trace of 
the real handle movements. It’s hard to realize that the two simple 
equations I presented can do this, but they really can.

The other assumption would be that the model must be correct (for 
some philosophical reason), so the prediction errors are the organism’s 
fault. Psychologists decided long ago that the variability of behavior 
was caused not by an inadequacy of their lineal cause-eff ect model, but 
by some inherent randomness of behavior. I have always felt that they 
gave up about 150 years too soon. We will surely have to give up trying 
to improve our models some day, but I would rather see that day come 
when “random” errors of prediction are in the 1 per cent range rather 
than the 100 per cent to 1000 per cent range.

In the models we use, not only the variables have empirical meaning, 
but the individual relationships between them have empirical mean-
ing, or at least a proposed empirical meaning. We propose, for exam-
ple, that an error signal results from neurally subtracting a perceptual 
signal from a reference signal. The subtraction process is part of the 
physical model. In the tracking experiment, d, c, and h have empirical 
meaning, but so does the relationship c = h + d. If we gave the handle 
twice as much eff ect on the cursor, the relationship would be c = 2 * h + 
d. This part of the model embodies known physical relationships. The 
other equation proposes physical relationships inside the control sys-
tem. The behavior of the system grows out of the interaction of these 
two aspects of the model.

We use “generative” models. That is, they do not directly represent 
behavior, but propose an underlying physical organization that creates 
behavior because of its inputs and the way it treats signals internally. 
Such models predict not only the specifi c input-output relations ob-
served in a single experiment, but a whole family of relations that can 
be seen under many diff erent experimental conditions. The model I 
described for the tracking experiment, for example, predicts just as ac-
curately when we make the target position a function of time, without 
any change in the parameter k (still applying a disturbance directly to 
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the cursor as before), and when we halve or double the eff ect of a giv-
en handle movement on the cursor. Most experimental psychologists 
who actually try these experiments fi nd the generality and accuracy 
of the models to be litt le short of uncanny—especially in comparison 
with what they’re used to.

This is why I can’t get too excited over just how we measure predic-
tion errors. We’re talking about errors an order of magnitude smaller 
than those that are usually seen in behavioral experiments (outside 
psychophysics).

Martin Taylor: Gary, one could indeed say d’ is a measure of signal-
to-noise ratio in some abstract sense. Given an ideal observer under 
specifi ed constraints on information gathering, one can determine the 
SNR that gives a specifi c d’. (Actually, it is signal energy rather than 
power that usually determines the d’, but the details always depend on 
the observing constraints). One asserts that there exists some perturba-
tion of the observation (noise) that can move a non-signal observation 
to a more signal-like state, or a signal observation to a more noise-
alone state. If the signal is weak enough, the distributions induced by 
the perturbations can overlap. One asserts furthermore that there is 
some criterion on which the observer makes a judgment as to whether 
a signal was present, and that “signal” is more likely the greater the 
value of the observation on this criterion. If the criterion axis can be 
transformed (squashed) so that the perturbation-induced distributions 
take on a Normal form, and particularly if the Normal distribution has 
the same variance whether or not a signal was present, then d’ is the 
distance between the means of the distributions in units of their com-
mon standard deviation. In more complex situations, the defi nition is 
diff erent, but related. With common Normal distributions, it is exactly 
your “eff ect size,” and unity is oft en taken to be the dividing line be-
tween “perceptually nonexistent” and “perceptually valid,” though 
the subject sees each individual signal presentation as there or not, 
regardless of d’. The problem for the subject is that the signal might be 
perceptually there when none was presented, or not there when one 
was presented.

Perception is a problem of statistics, and treating it (properly, in my 
view) as a control problem will not make that go away.

Bill Powers: Martin, I agree that statistics can enter into perception, 
but I doubt that a properly designed “test for the controlled variable” 
(which identifi es controlled perceptions, as nearly as we can) will leave 
us worrying about eff ect sizes and standard deviations in the way you 
suggest. When you’ve identifi ed a controlled variable using control 
theory, it’s prett y unequivocal.

In control theory, we seldom do experiments with perceptions at their 
lower limits of detection. The normal case, which I think represents 
the overwhelming majority of real cases, involves perceptual variables 
that are far above their thresholds of detection or discrimination, and 
neural signal frequencies that are comfortably above the levels where 
individual impulses have any appreciable eff ects. Aft er we have mod-
els that function well in this middle range, we might want to explore 
behavior and perception near the limits of operation where noise be-
comes a signifi cant consideration. But I don’t think we’ve reached that 
point yet.

Rick Marken: Here is another thought I had about statistics—just to 
see if it can stir up some comment. The previous statistics discussion 
has dealt mainly with the problem of using group-level statistics to 
form conclusions about individual processes. This was approached in 
several ways—in particular, showing that even relatively high group-
level correlations imply substantial error in individual prediction (the 
coeffi  cient of failure).

But group-level statistics do work on groups. Lowering my choles-
terol intake might not help me personally (indeed, it might kill me), 
but that does not diminish the fact that, at the group level, there is evi-
dence of lowered heart disease with lowered cholesterol intake. This is 
“true” at the population level. On PBS last night, they reported that a 
government program to reduce dietary fat in Finland has led to a 30% 
decrease in heart disease. Ignoring the problems of att ributing all of 
that 30% to the dietary change, this is evidence of a group-level change 
having a group-level eff ect. The same thing happens with seat belts. 
Death rates, at the group level, do (I believe) decrease substantially 
with mandatory seat belt laws—even though this is not necessarily the 
case individually. In fact, many people who might have survived an 
accident (like a burning car) were probably killed because they were 
wearing their seat belt. But overall, the death rate does go down.

That’s the basis of my question. What do you folks think of this 
problem? Apparently, we can have some control over group data by 
doing things individually which might not be in our best interests. 
Apparently, we can infl uence the group-level rate of heart disease by 
collectively (but as individuals) reducing fat intake. We can do this 
even though some of us, individually, might actually be worse off  as 
the result of taking that action (though we can’t know that, of course, 
because we only have the poorly predictive group-level data to go on). 
This seems like a crazy paradox; and it seems to occur a lot in society. 
“Should I ignore the potential group-level good and continue to do 
what I want based on the extremely good argument that it is meaning-
less to base my individual actions on group-level data? Or should I 
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cooperate with the statisticians in order to produce a benefi cial group-
level result by taking action that could possibly have negative indi-
vidual consequences?”

If the data say “80% of people who take X get cancer,” and (1) I like 
X, but (2) I don’t want to get cancer, isn’t it a good bet for me to avoid 
X? (Assume that I like X far less than I dislike cancer).

Gary Cziko: The answer to Rick’s last question depends on how much 
he likes X and how much he dislikes cancer. This is the stuff  of clas-
sical decision theory. A nice introduction to this kind of thinking can 
be found in Ronald Giere’s Explaining Science. (But Bill Powers would 
probably add to this that it also depends on how similar you think you 
are to the 80% of people who get cancer doing X.)

Here are two quotes from J. G. Taylor, “Experimental Design: A 
Cloak for Intellectual Sterility,” British Journal of Psychology 49, 1958, 
106-116.

If Newton had had at his disposal not a vast amount of detailed 
information about a single solar system but a much smaller num-
ber of facts about each of a thousand solar systems, collected by a 
thousand observatories, he might conceivably have developed sta-
tistical methods for organizing this material. He might have found 
correlations between such variables as the number of planets in 
the system, the average number of satellites per planet, the aver-
age distance of the planets from the sun, and the like. He would, 
by this means, have learned a good deal about solar systems in 
general, but he could not have calculated the time and place of 
the next eclipse of the sun, and he could not have arrived at an 
understanding of the laws of planetary motion. He would have 
learned a lot about the ways in which solar systems diff er from 
one another, but nothing about the ways in which any one of them 
works. For this it was necessary to know as much as possible about 
one system. Fortunately Newton had no alternative, and the result 
of his labours was the construction of a theory that survived until 
the advent of Einstein’s theory of relativity. (p. 109)

Suppose that an investigator, knowing nothing about the con-
struction of a motor car, decided to choose as his area of research 
the behaviour of the speedometer needle, and to this end took a 
series of readings in each of a hundred diff erent models. Just to 
make the problem more like a real one we shall suppose that the 
speedometer dials are not provided with scales, but that the inves-
tigator can measure the angular deviation of the needle. Among 
the variables he might be expected to record are the distances of 

the accelerator and brake pedals from the fl oor, the position of 
the gear lever, the gradient of the road, the direction and velocity 
of the wind, and, of course, the speedometer reading. He takes a 
succession of simultaneous readings of all those variables in each 
car, and then proceeds to examine his data in the hope of solving 
the riddle of the speedometer needle. At fi rst the material looks 
completely chaotic. There is no single independent variable that is 
functionally related to the dependent variable, and he decides to 
have recourse to statistical analysis. He fi nds negative correlations 
between the speedometer reading and (a) the distance of the ac-
celerator pedal from the fl oor, and (b) the gradient of the road; and 
positive correlations with (c) the position of the gear lever, and 
(d) the distance of the brake pedal from the fl oor. He fi nds signifi -
cant diff erences between the speedometer readings when the gear 
lever is in fi rst, second, third, and fourth positions, but the distri-
butions overlap extensively. He now decides to record additional 
data, such as the weight of the car and its consumption of petrol, 
but the riddle remains unsolved. Of course we know the answer. If 
our investigator will only take independent measurements of the 
speed of the car he will fi nd that in each system (car) the speed-
ometer reading is a function of speed, but not necessarily the same 
function in all systems. He will fi nd, moreover, that he can now 
dispense with statistical methods and can examine each system, 
considered as a matrix of pointer readings representing the several 
recorded variables, to determine how it hangs together. He will 
discover that what he at fi rst took to be evidence of arbitrariness or 
caprice in his data was actually an artifact arising from the simul-
taneous examination of pointer readings taken from a hundred 
diff erent systems. He will fi nd that the same general principles 
apply to all the systems, but each of them has its own specifi c set of 
parameters, with the result that, in Ashby’s (1952) terminology, the 
lines of behaviour of all the systems are diff erent. Continuing to 
use Ashby’s terms, each system is regular and absolute. It is regu-
lar because whenever it starts from a given state and a primary 
operation is applied to it, such as an increase in the gradient of the 
road or a specifi c depression of the accelerator pedal, the system 
will change to another state, and always to the same state. It is ab-
solute because this is true no matt er how the given initial state was 
arrived at.” (pp. 110-111)

I’m not sure that even Bill Powers or Phil Runkel could say it bett er 
than this.

Rick Marken: Thanks to Gary Cziko for his response to my litt le sta-
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tistical question. I’ll tell you why I asked. I had a discussion with my 
wife and daughter about the value of using statistical information for 
individual decisions. I took my typically extreme position, claiming it 
was useless. I, of course, was creamed in this discussion, not only be-
cause both of my opponents are orders of magnitude smarter than I 
am, but also because they made it personal. They asked if I would feel 
any diff erent if my daughter were walking around at night in a statisti-
cally dangerous as opposed to a statistically safe neighborhood. Well, 
I’d rather she weren’t walking around alone at night, period—but the 
fact is, I would rather she avoid the dangerous neighborhoods. We do 
base personal decisions on statistical data (in a decision-theoretic sort of 
way, as Gary pointed out). I suppose that we do so mostly when we can 
imagine a plausible causal relationship between what we do and the 
possible results. That’s also why we don’t stop listening to Bing Crosby 
when we fi nd out that Bing listeners don’t live as long as others; there is 
no plausible causal link that we can imagine doing anything about.

What I was looking for was a nice, clear, simple, and compelling way 
to justify ignoring group statistics if they really are irrelevant to in-
dividuals, and to show why and when this is the case. I think this is 
relatively important, because this is how medicine, social science, and 
most of the other life sciences work right now—they present group 
data as something that should be used as guidance for individual be-
havior. If this is a bad idea (and I feel somewhat that it is), then we 
should have a clear, crisp explanation of why this is so. I have been 
unable to clearly articulate that explanation.

I don’t think it’s oft en a problem, but I think many people actually 
do have serious confl icts (and control theorists should be interested in 
them) resulting from the fact that they are given group data suggest-
ing that they should change their wants. In this sense, group statistics, 
which suggest ways to get “group-level improvements,” can create in-
dividual confl icts.

Bill Powers: Rick, regarding your statistical question, if the indica-
tions are that 80 per cent of people like you are put at risk by taking 
X, you will only take X if you like it at least fi ve times as much as you 
dislike gett ing cancer. But do you think that the numbers for any of 
these highly publicized risks are anything like 80 per cent? Consider 
this statement: “Among all people with clinically high cholesterol, p 
per cent of them die from heart att acks.” Can anybody supply an ac-
tual number for p? Then consider this statement: “Among those who 
undergo a program designed to reduce their blood cholesterol, q per 
cent die of heart att acks.” Again, can anybody tell us what q is?

With knowledge of p and q, you could then get a realistic picture of 
how worthwhile it is to try to reduce your blood cholesterol. My hunch 

is that p is going to be a small number, and q is going to be only slight-
ly smaller. The data for risks like these are never presented honestly; 
they’re hyped up to create the most alarming numbers possible. They 
say, “People with high blood cholesterol are fi ve (or whatever) times as 
susceptible to heart att acks as people with normal cholesterol.” They 
don’t tell you what the actual odds are, or how eff ective cholesterol-
reduction programs are, because those numbers would be much less 
scarey or promising. In his book Heart Failure, Tom Moore pointed out 
that with the stroke of a pen, the Surgeon General declared 25 per cent 
of the population of the U.S. to have a medical condition (high choles-
terol) demanding the immediate care of a physician. Drumming up 
business, that’s what it was.

Gary, those quotations from J. G. Taylor show that, whether he in-
tended it or not, he was helping to lay the foundations for a change to 
the method of modeling and the abandonment of statistics as a way 
of understanding human organization. Three cheers for Taylor. I’ll 
even forgive him for citing Ashby and for overlooking invisible dis-
turbances.

Joel Judd: Rick says: “I don’t think it’s oft en a problem, but I think 
many people actually do have serious confl icts (and control theorists 
should be interested in them) resulting from the fact that they are 
given group data suggesting that they should change their wants. In 
this sense, group statistics, which suggest ways to get ‘group-level im-
provements,’ can create individual confl icts.” This strikes me as relating 
to cultural anthropology. Hunters and gatherers (to make a sweeping 
generalization) didn’t have the New England Journal of Medicine giving 
them statistical data on what was safe to consume, etc. It’s not simply 
a question of making decisions alone—we make them with regard to 
culture/society. We do not function in isolation. We do, however, make 
our own decisions. Hence the confl icts which oft en arise between what 
we want and what we should (is that a good way to put it?) want accord-
ing to cultural institutions such as medicine, government, etc. Perhaps 
this gets back to the insidiousness of behaviorism—the propensity for 
those institutions that wield so much infl uence in our world to use 
behavioristic modes of thought to make decisions about what is right/ 
wrong, good /bad, healthy/unhealthy—whether or not they do it ex-
plicitly. And so we are faced with dilemmas in making our decisions.

Rick Marken: Thanks to those who helped with my question about 
taking group statistics into consideration when making individual de-
cisions. The solution seems simple: just ask how good the group statis-
tics actually are (i.e., do 80% of people like me show the result, and do 
only 10% who are not like me not show it?); then, based on those data, 
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decide if the result of changing to be not like yourself is worth it to you. 
It seems that, in most cases, the group results are so weak that it really 
isn’t worth it at the individual level.

Tom Bourbon: In the many discussions about statistics, one issue we 
have neglected is that of the rates of occurrence of various conditions 
in the general population. An analysis of this issue goes to the heart of 
some of the more ridiculous abuses of statistics, and of the people to 
whom they are applied. This is a problem that even Phil Runkel misses 
in his delightful and devastating book.

An elegant recent example of how far thoughts can stray when sci-
entists ignore base rates might be pertinent to Rick Marken’s defeat in 
the conversation with his daughter and wife about crime, criminals, 
and “statistically crime-infested” neighborhoods. And this case shows 
how even the most sophisticated experimental procedures and analy-
ses cannot save those who ignore base rates.

The study is A. Raines, P. H. Venables, and M. Williams, “Relationships 
between N1, P300, and Contingent Negative Variation Recorded at 
Age 15 and Criminal Behavior at Age 24,” Psychophysiology 27, 1990, 
567-574. (With a title like that, you know something good is in store! 
“Sliced and diced,” a la Runkel’s analysis.) N1, P300, and contingent 
negative variation (CNV) are measures of brain activity—in this case, 
electrical activity recorded from the scalp.

The study is predicated on previously published data showing that 
16.2 per cent of boys who are not criminals at age 15 become criminals 
by age 24. The authors report the results of their work in which they re-
corded brain responses (ERPs), elicited by brief stimuli, from the scalps 
of 15-year-olds. They administered a variety of “psychological instru-
ments” to the boys. At age 24, they determined how many of the 101 
boys were criminals. Then they looked back at the ERP data and the 
psychological assessments and determined which of the many possible 
features of the ERPs correlate signifi cantly with anything—test scores, 
criminal record, one another, etc. The results convince the authors that 
certain “cognitive components” of the ERPs predict criminality.

For example, there is a “highly signifi cant” correlation between am-
plitude of N1 at 15 and “psychopathy” at 24. (They report r = 0.73, 
which means p(failure) = 0.68.) Another “highly signifi cant” (r = 0.65, 
p(failure) = 0.76) correlation occurs between amplitude of CNV at 15 
and “psychopathy” at 24. Now those results really tell me a lot about 
criminality! For Rick, I guess it means you might want to set up an 
evoked potential system by the front door, for testing your daughter’s 
dates!

The reason for that is that of the 101 boys, 17 became criminals by 
age 24. (That means 84 did not.) And a discriminant function analysis 

using N1 amplitude and P300 latency (why that particular combina-
tion?!) at 15 as “predictors” of criminality status at 24 correctly identi-
fi ed 75 per cent of the budding crooks! That means ERPs correctly pre-
dicted 13 of the 17 who became criminals. Impressive, isn’t it? It isn’t! 
The same “predictors” incorrectly tapped 26 per cent of the innocent 
boys as future felons. That means 21 boys.

The authors att end to the percentages, within a limited sample; by 
doing that, they see that the ERPs correctly identify nearly three times 
as many criminals as they misidentify (75 per cent vs. 26 per cent). But 
if you look at the numbers of boys, nearly twice as many innocent boys 
are pegged as future criminals as are guilty ones.

Oblivious to that fact, the authors go on to talk about the use of ERP 
data as possibly playing a role in identifying potential criminals. What 
if they were to succeed in that goal? Imagine a major program de-
signed to spot the litt le buggers and nip them in the bud. If they tested 
1,000,000 15-year-old boys, and if everything worked as they report 
in their research, 162,000 boys would be criminals by age 24, and the 
ERPs would have spott ed 121,500 of them. Now that is war on crime! 
But they would have misidentifi ed 217,880 innocent boys.

Imagine what kind of world this would be if people really believed 
the stuff  that comes out of behavioral research! Wouldn’t it be nice if 
each editor of a journal in the behavioral sciences required that authors 
report the results of an analysis of base rates—the actual numbers of 
people in the population—who would be correctly and incorrectly 
identifi ed by the procedures described by the authors? That policy, 
along with a requirement that no correlations be published below r = 
0.87 (the 50-50 point for being right in a prediction), would reduce the 
literature to about one slim volume a year. A person could read it in 
an evening and could have faith that at least part of the material was 
worth even one evening.

Bill Powers: Base rates! I knew there must be a term for it. Thanks. 
Tom, why don’t you work up all this material for a lett er to Science? 
No doubt we would be dismissed by professional statistical types as 
amateurish, but if you could get a lett er published, at least a discussion 
might be started, and we would be trying to do something about these 
atrocities. Maybe we could at least get p(failure) accepted as a neces-
sary part of any report on statistical data.

Statistics is an excellent tool for evaluating data and even for see-
ing whether there is something to a new hypothesis. You can’t (appar-
ently) get along without it in quantum mechanics. We use statistical 
measures even in tracking experiments. And Rick Marken has used 
a statistical method for identifying controlled variables in situations 
where the reference level for the controlled variable is continually be-
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ing changed by the subject. I envision many applications for statistical 
analysis in the control-theory approach to behavior.

What I insist on, however, is the proper use of statistics. A statistical 
measure should be used only for the population from which it came. 
Mass measures should never be used to evaluate individuals if the odds 
of a misevaluation are signifi cant in terms of the payoff  for the individual. 
There are legitimate uses for mass measures, but the most common 
uses do not properly take into account the potential (and very oft en 
actual) unfairness to individuals that results from mechanical applica-
tions of statistical facts. Too oft en, statistics is used as an easy way to 
get a publishable result, with (as Tom indicated in his post) a conse-
quence of fl ooding the literature with meaningless garbage (not that 
I’m in favor of publishing meaningful garbage, either).

Statistics is really not a tool for prediction, because all predictions 
imply that we want to know the value of a variable at a particular time 
and under particular circumstances, whereas the statistical analysis is 
derived from many variables evaluated at many times under variable 
circumstances. If we understood the underlying principles that make 
one variable dependent on others, we would not have to use statistics 
except to judge the uncertainties of measurement. More importantly, 
the principles that relate variables in actual behavior can hardly ever 
be boiled down to a simple cause-eff ect relationship, nor should they 
be. Even when we know that a person reacts with fear to dogs 80 per 
cent of the time, we do not know why the person reacts to any one dog 
with fear. Reducing that person’s fear-reactions to 10 per cent might do 
the person a terrible disservice, if there are pit bulls and att ack-trained 
Dobermans in the environment. Knowing the particulars is always 
bett er than knowing generalities.

And never forget that real statistical results seldom give us probabili-
ties anywhere near 80 per cent.

Cross-correlation is a valid statistical method, in fact the fi rst method 
I used some 15 years ago to try to detect a transport lag. I based my ini-
tial opinion about the lack of a transport lag on the fact that a cross-cor-
relation measure had a peak at zero delay. But it was also true that the 
cross-correlation function did not show a clear peak; it was very broad, 
too broad to discriminate well. I think I now understand the reason. 
The cross-correlation method deals only with the intact closed loop 
of control processes, so the variables (cursor position and handle po-
sition) are not really independent. Cursor movements are dependent 
on handle movements, as well as on the independent disturbance. I 
did not fi nd any eff ect of a transport lag until I put it into a working 
model in the forward part of the loop (the person) and by trial and er-
ror found the value that minimized the RMS error between the model’s 
handle behavior and that of the real person. The minimum in the pre-

diction error is still very broad, but it occurs quite reliably at the same 
value, trial aft er trial, and that value is not zero.

Control theorists are oft en criticized for using single-subject data. 
But if I had tested this model for transport lag in the usual way, pro-
posing a one-size-fi ts-all model and fi tt ing it to pooled data from many 
subjects, I doubt that there would have been a signifi cant result. The 
model parameters diff er from person to person (although the best 
transport lag diff ers less than the other main parameter, integration 
factor). The use of a model applied to individual data is essential here; 
without it, the statistical results would mean very litt le.

So 1 believe in the use of statistics, but only when it is properly ap-
plied and subordinated to a model. Predictions should be made from 
a model tailored to the particular system being observed, not from sta-
tistical measures alone (which rest on too simple a model). There is no 
way to avoid studying individuals if you want to understand individual 
behavior. I believe that current att empts to understand mass behavior 
are mostly ineff ective. I believe that once we have a decent model for 
individual behavior, we will be able to synthesize predictions of mass 
behavior that work far bett er. If we see any point in doing so.

Also, Tom, from your numbers, I take it that a total of 13 + 21 boys, or 
34, were predicted to become criminals. Of the 17 who became crimi-
nals, four were predicted innocent, while among those who were in-
nocent, 21 were predicted guilty. This means that 73 per cent of the 
predictions of criminality were wrong, doesn’t it? The “coeffi  cient of 
failure” is 0.68, so it’s an underestimate in this case.

You mentioned two criteria: N1 and CNV both correlated with crim-
inality. How many subjects showed both N1 and CNV, and what was 
the criminality rate for those showing both? This is pertinent to the 
discussion that Gary raised (which got us into all this) about using 
multiple criteria for evaluating risk. My contention was that multiple 
criteria would do even worse than any single one.

Tom Bourbon: Bill, I am working on a lett er, or a short report, on this 
topic. If I include a few of the many other examples from diff erent 
types of journals and on a selected range of topics (to show that no 
major area of the behavioral-social-life sciences is clean), it might be a 
bit long for Science. Another possibility is American Psychologist.

And yes, the multiple criteria did have a higher likelihood of being 
wrong! Another thing about that multiple-variable, discriminant func-
tion analysis is that the variables entered into it are not the same ones 
used to report on signifi cant single-variable correlations with “psy-
chopathy.” For the simple correlations, the authors used “amplitude of 
N1” vs. “psychopathy” and “amplitude of contingent negative varia-
tion” vs. “psychopathy.” (By the way, the “instruments” used to “as-
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sess” “psychopathy” are yet another grisly issue!) For the discriminant 
function analysis, the amplitude of N1 is still in, but CNV is replaced 
by the latency of P300. Now, why was that done? Of course, I do not 
have the details, and I do not wish to impute dishonorable motives to 
the authors. However, brain response data off er a wealth of conceiv-
able “measures” to enter into analyses: the amplitudes and latencies 
of every distinguishable “event” in the data record, the ratios of any 
conceivable combination of measures of “events,” and so on. The list 
is immense. So why do any two, or more, of those measures happen to 
“predict” in one study, but some other combination or combinations 
work in another? The answer is that none of the combinations pre-
dict, except in the trivial sense of meeting a criterion of statistical sig-
nifi cance. And the many discussions, post hoc, of why that particular 
combination worked in an earlier study, but this combination worked 
this time, lead nowhere.

Joel Judd: Tom, do I detect a note of cynicism? Just to keep you a litt le 
wider awake at night, the “study” you mentioned reminds me of a CIA 
contract the psychophysiological lab here on campus was trying to get 
a couple of years back when I was att ending lab meetings. The “shop” 
was dangling fat grants to labs which could produce a sure-fi re ERP 
lie-detector test. Fortunately, I don’t believe anything ever came of it, 
at least not here.

Tom Bourbon: Joel, you seem to share my concerns over the misappli-
cation of “objective” physiological measures which correlate, however 
pitifully but signifi cantly, with important behavioral and psychologi-
cal processes. In the late ‘60s, I was asked by a company in the region 
to look at a proposal submitt ed to them by a neuroscientist-psycholo-
gist. He wanted the company to put up venture capital for the manu-
facture and distribution of his device for measuring the latency of one 
“component” of human auditory evoked potentials (EPs).

He claimed, in his proposal, in several publications, and in the re-
ports submitt ed to federal funding agencies, that the latency of that 
one component correlated signifi cantly with various full-scale and sub-
scale measures of “intelligence” (with n = 566 children, he had r’s from 
-0.04 to -0.35 between latency and various IQ scales and subscales; and, 
as he reported, with n = 566, Pearson r’s of 0.16 are signifi cant at p less 
than .0001).

The scientist went on to say that his “fi ndings” (why does that word 
always remind me of “leavings”?) could have “considerable educa-
tional signifi cance,” principally via the use of the EPs for “objective, 
culturally independent biological assessment of mental potential use-
ful in exploring possible racial diff erences in intelligence.” And he 

went on to suggest that EPs recorded from fetuses might weigh heav-
ily in decisions about whether a pregnancy should go to term or be 
aborted. All of that from correlations the best of which would lead to 
incorrect predictions at least 94 per cent of the time.

My report to the company was not received kindly. And the “real 
scientist” (who was I to question him?) took umbrage. By that time, his 
research was featured in various educational journals and magazines, 
and in off erings to school districts, which could purchase the system or 
the services of professionals who would administer the assessments.

This abomination vanished soon aft er. I like to think that my report 
helped it on its way. The episode marked my awakening from gradu-
ate training in which I had to virtually swear a solemn oath that the 
answers to psychological questions were to be found in physiological 
research.

The assumptions one makes about the causes of behavior and the 
data one accepts as supporting those assumptions are not matt ers of 
idle sport and speculation. When they work their way into decisions 
about policies that aff ect the lives of innocent people, the scientists 
who off er them ought to be held strictly accountable and responsible. 
All the more reason for us to insist on models that work at least in 
simple instances of behavior and on data that predict what actually 
happens, at least half of the time!

Gary Cziko: Tom has been providing some fascinating accounts of the 
misuse of statistics in predicting individuals. But I am having some 
diffi  culty understanding the way he is conveying information about 
correlation coeffi  cients.

For example, he says: “... there is a ‘highly signifi cant’ correlation 
between amplitude of N1 at 15 and ‘psychopathy’ at 24. (They report 
r = 0.73, which means p(failure) = 0.68.) Another ‘highly signifi cant’ (r 
= 0.65, p(failure) = 0.76) correlation occurs between amplitude of CNV 
at 15 and ‘psychopathy’ at 24.” And he also says: “All of that from cor-
relations the best of which would lead to incorrect predictions at least 
94 per cent of the time.”

It seems in the fi rst quote that Tom is saying a correlation of r = 0.73 
gives a p(failure) of failure of 0.68. I don’t think this is quite the way to 
put it, since, to me at least, p normally indicates a probability, which 
this isn’t.

If we take 0.73, square it, subtract the squared value from one, and 
then take the square root of the diff erence, we will indeed have a value 
of 0.68, which I have seen referred to in at least one statistics text as k, 
the coeffi  cient of alienation. That is, k = sqrt(1 - r2). But k is no probabil-
ity, it is rather the ratio of the standard error of estimate of using one 
variable to predict the other to the standard deviation of the criterion 
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variable. So if 0.73 is the correlation between years of education and 
income, using education to predict income will give us 68 per cent 
(about two-thirds) of the error (diff erence between predicted and ac-
tual income) that we would get if we knew nothing about anyone’s 
education and just used the mean income of the group to predict each 
individual’s income. Or, subtracting 0.68 from one, we fi nd that the 
correlation of 0.73 gives a 32 per cent improvement in predicting Y 
based on X over not knowing anything at all about X.

So it seems to me that the p(failure) notation is misleading if Tom is 
using p for probability. In fact, the probability of predicting someone’s 
score exactly right on a continuous variable measured with infi nite 
precision is actually zero (which is why statisticians don’t like point 
estimates and use interval estimates instead).

Also note that correlations start to look bett er when you are trying 
to simply predict whether someone will be higher or lower than some 
predetermined criterion. If I simply want to know whether someone 
has an above average or below average IQ based on some predictor 
(e.g., some brain-wave measure), then the probability of correct predic-
tions rises dramatically (I can give some tables if this is of interest). But 
then the question arises as to what average IQ is, how it is determined, 
and how just being above or below average correlates with some other 
variable of real interest (such as whether someone fi nishes high school 
or not). So I doubt that the predictive value is really much bett er even 
in this dichotomous case. (It might be bett er if the criterion variable 
were something clear-cut like sex, but there are probably easier ways 
to predict sex than by using brainwaves.)

Maybe the best way to talk about this new index we like so much 
is to subtract it from one, multiply the diff erence by 100, i.e., 100 * (1 
- k), and call it something like “per cent improvement” (PCI). So in the 
above case of r = 0.73, PCI = 32 per cent, meaning that errors of predic-
tion using the predictor variable are on average 32 per cent bett er (i.e., 
less) than just using the mean of the group to predict each individual’s 
score in the group.

This is what Tom’s interesting statement would look like using PCI: 
There is a “highly signifi cant” correlation between amplitude of N1 at 
15 and “psychopathy” at 24. (They report r = 0.73, which means PCI = 
32 per cent.) Another “highly signifi cant” (r = 0.65, PCI = 24 per cent) 
correlation occurs between amplitude of CNV at 15 and “psychopa-
thy” at 24.

Hmm. Aft er looking at this, I think I prefer the “uselessness” ap-
proach aft er all. Just like above, but don’t subtract from one. That gives 
the “per cent uselessness” (PU; it even sounds right). Now the state-
ment looks like this: There is a “highly signifi cant” correlation between 
amplitude of N1 at 15 and “psychopathy’ at 24. (They report r = 0.73, 

PU = 68 per cent.) Another “highly signifi cant” (r = 0.65, PU = 76 per 
cent) correlation occurs between amplitude of CNV at 15 and “psycho-
path),” at 24.

Yes, I like PU much bett er, since most of the correlations we fi nd in 
social sciences research really do stink. Suggestions welcome. Vote for 
PCI or PU.

Tom Bourbon: Gary properly chastised me for saying that k might 
represent the probability of failure in predicting Y from X, given a cor-
relation r. My initial interpretations of Bill Powers’ remarks on k were 
to blame—the fault is mine, not Bill’s.

My utt er lack of familiarity with this index puzzled me: the coeffi  -
cient comes directly from the calculations for Pearson’s r, so why is it 
not discussed in statistics books with which I am familiar?

I did fi nd one fl eeting paragraph in a text from my student days, but 
it is in a section marked “not assigned.” I just located a rather thor-
ough discussion in a text from 1956 (before my university days): J.P. 
Guilford, Fundamental Statistics in Education and Psychology, McGraw-
Hill, New York. On pages 375-379, he discusses “the correlation coef-
fi cient and accuracy of prediction.” Guilford characterizes the relation-
ship between r and k as follows: “Whereas r indicates the strength of 
relationship, ... k indicates the degree of lack of relationship.... If r is 
0.50, k is not also 0.50 but 0.886. Where r is 050, then, the degree of re-
lationship is less than the degree of lack of relationship. It is when r = 
0.7071 that the relationship and lack of relationship are equal.”

And, as Gary suggests, multiply k by 100 and: “Our margin of er-
ror in predicting Y with knowledge of X scores is (k * 100) per cent as 
great as the margin of error we should make without knowledge of X 
scores.”

Guilford goes on to describe 100 * (1-k) as the “percentage reduction 
in error of prediction,” also known (then) as the “index of forecasting 
effi  ciency, E.” I wonder why all of this dropped out of the statistics 
texts?

I vote for PU, of course!

Chuck Tucker: I think that the comments on statistics on the net are 
clear, concise, well documented, and will disturb the social and behav-
ioral scientists (sic) to no end. These comments question the “articles 
of faith” that support the social sciences. They should be published in 
some form, if nothing more than being sent in outline form to every 
electronic network in the country with members who are social scien-
tists. I only have a few comments by way of refi nement.

(1) We should not make the error that everyone else makes when us-
ing the word “group.” A group is a set of people who at least interact 
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with each other. My criticism of sociologists is that they defi ne their 
discipline as the “study of groups,” but they only study individual 
characteristics—not the individual as a person, or even a personality. 
So the statistics we are talking about are numbers generated (how?) 
from individual characteristics and put in categories or other aggre-
gate forms through various means of classifi cation—we don’t have 
group statistics. The closest we come to group statistics (which soci-
ologists have completely ignored in their work) is to be found on the 
sports page of the newspaper and, to some extent, the business section. 
Most of the statistics that we are told about and fi nd in our journals are 
not from groups.

(2) We should note very clearly that these statistical presentations 
have serious eff ects: many people, especially government offi  cials, 
“control for” such numbers. There is very good evidence (yes, num-
bers) that most journal editors (Clark McPhail has a series of papers on 
this issue) and readers will not consider a paper suitable for publica-
tion without statistics. We have developed a nation of quantofanatics!

(3) I wonder if those who are critical of the use of aggregate sta-
tistical analyses being applied to individuals and also believe that 
extreme competition leads to many of the problems we have among 
people have abandoned the use of “curving” or distributions for de-
ciding what grades students receive. I believe that one of the most seri-
ous problems of our public education system is the use of “curves” to 
determine a student’s grade, rather than the use of a standard set by 
the instructor/teacher and understood by the student. When the “stan-
dard” is merely doing bett er in a statistical distribution than some oth-
ers, students only have a minimal notion of what is “excellent work.” 
When we have raised a generation of parents and teachers who have 
experienced such procedures and continue to pass them on, then we 
should expect a continual lowering of the statistical standards (by the 
way, this would be an excellent experiment to be done by those in ed-
ucation—does it lower standards?). The point: to be consistent with 
control theory, a teacher should set a standard, encourage students to 
use that standard, and judge students’ performance by the standard 
set, without regard to any statistical distribution of an aggregate (a 
college class is not a group, either!). When this is done, all can get high, 
medium, or low grades. Students can study together; there is less con-
fl ict among them and between students and teachers (although I do 
get complaints when they don’t get high grades—but I am the only 
teacher at my institution who approaches grading in this way, and a 
less-than-high grade is a disturbance).

Martin Taylor: I am just starting to read Bill Powers’ 1973 book for 
the fi rst time, and in talking about time-scales of response (page 54), I 

come across the following quote: “Psychologists who believe that inter-
mitt ent reinforcement is more eff ective than continuous reinforcement 
should give this whole speed-of-reaction problem serious thought—for 
a long enough time.” I realize that this was writt en a long time ago, and 
might have been amended later in the book, but it does resonate with 
some of the threads that have been weaving through the net—statistics, 
in particular. So although it might be unfair, I will comment.

Intermitt ent reinforcement is not usually seen as “more eff ective,” 
but as more resistant to extinction. And a statistical reason is not hard 
to fi nd. In the laboratory, the animal is confronted with a situation in 
which it is sometimes rewarded for behavior A, but never for behavior 
B (or less oft en, perhaps). Now, if the experimenter decides to stop 
rewarding behavior A, how can the animal know that the world has 
changed its rules? Previously, failure of reward for A has been fol-
lowed by further reward on a later occasion. It cannot know that this 
will no longer be true. Only by implicitly evaluating the statistics of 
the reinforcing event can it determine aft er a while that a long period 
of non-reinforcement would have been unlikely under the regime to 
which it had become accustomed. If you like, there is a “continuous” 
higher-order event—a statistical event—which occurs on a time-scale 
much longer than that of the single reinforcement.

In such an experiment, the experimenter tries to make sure that the 
animal has no access to information that might let it know which rule 
is in eff ect. Many experiments have been found to give results that de-
pend on the animal hearing a click or something that the experimenter 
had not noticed, but that occurred only when reinforcement was going 
to be provided. The animal then has a context that turns the statistical 
event into a predictable event. It can know that the world has changed 
if it no longer hears the click.

It should be much easier to learn a behavior that has a perfectly pre-
dictable consequence, but normally we do not have access to all factors 
that infl uence the consequences of our behavior, and so we have to 
resort to statistics to determine how our behavior is infl uencing our 
perception. The control system can be fully determined in its behavior, 
but if we cannot tell the diff erence between a context in which behav-
ior A leads to result P and one in which it leads to result Q, then all we 
can do is to take advantage of the best information we have; that is, for 
example, that A then P has happened 75 per cent of the time we did 
A, and A then Q has happened 25 per cent of the time. If we want P to 
happen, and it is not too bad if Q happens instead, then we would do 
A. But if Q would on this occasion be disastrous, we might try another 
way of gett ing P to happen rather than risking behavior A.

Life, even in a control-system view, is a statistical game.
Sorry if that’s all too obvious to have been mentioned, but I have 
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read so much trashing of statistics on the net that it seemed rather to 
be so obvious as to have been overlooked.

Bill Powers: Martin, you say: “Intermitt ent reinforcement is not usu-
ally seen as ‘more eff ective,’ but as more resistant to extinction. And 
a statistical reason is not hard to fi nd.” I agree in both regards. I was 
thinking in terms of “habit strength” and Skinner’s “shaping” exper-
iments when I said “more eff ective.” Both are related to extinction. 
(Skinner found that by changing the schedule so as to deliver fewer 
reinforcements for the same behavior, he could increase the rate of re-
sponding. He cited this as an instance of the power of intermitt ent re-
inforcement, never realizing that this relationship is the opposite of 
the one he always assumed to hold between reinforcement rate and 
behavior rate.)

As to the statistical reason, there are many cases in which a statistical 
analysis comes out with the same results as a modeling analysis with-
out statistics. Suppose that an animal has learned to perceive the rate at 
which some almost-rhythmic stimulus appears. Representation of this 
rate as a neural signal (by analogue means) would require a smoothed 
frequency detector. The smoothing is required to eliminate the indi-
vidual instances of an input and produce a signal whose magnitude is 
proportional to the rate of appearance. The amount of smoothing used 
determines the range of input frequencies over which the signal mag-
nitude usefully indicates input frequency (too long a smoothing time 
yields a maximum signal for all rates above a certain limit). Within 
the range of operation, the signal magnitude corresponds roughly to 
the probability that an input will occur within a given time interval, 
related to the smoothing time. So the analogue perceptual function can 
accomplish the same end as a probability calculation, but in a quite 
simple way. If we were choosing on the basis of simplicity of circuitry, 
I would pick the analogue method. Of course, we must ultimately pick 
the method that the nervous system actually uses.

Given the smoothing time, it will take a certain number of input 
events to bring the perceptual signal to a constant level, and this will 
determine about how fast the related control system can act. When the 
input events stop occurring, the perceptual signal will take the same 
length of time to decay, so the system will go on att empting to control 
the signal aft er the input events have actually stopped (the extinction 
curve). This is in fact how it works: if learning takes a long time, so 
does extinction, at least in certain learning experiments.

I believe that this analogue model gives about the same results as 
a statistical-perception model does. The analogue model works with 
inputs that have an average frequency with random variations. It does 
not work properly (and neither does the statistical model) when the 

56

input frequency is perfectly regular. We notice the fi rst tick of the clock 
that is missing or comes too soon or too late. So that sort of situation 
requires not an average rate detector, but a synchronized detector (I 
think I would put it at my “event” level of perception, whereas the 
other kind of rate detection would go one level lower, at the “transi-
tion” level).

Generally, I think that your analysis of intermitt ent reinforcement is 
correct. I’m only proposing an analogue method that does, in eff ect, 
the same computations but without requiring statistical calculations.

I’m not against statistics in general, or even against statistical expla-
nations of neural functioning (at the appropriate level). When we con-
sider noise in control systems, statistical methods help us appreciate 
its eff ects. What I “bash” with enthusiasm is the misapplication of sta-
tistical facts to individual occurrences. I’ve tried to make my criticisms 
specifi c to that case. That would seem to be a subject diff erent from the 
one you are talking about.

I don’t think we oft en get into situations where the environment is 
ambiguous or unpredictable. When you look around, you see a prett y 
noise-free visual fi eld, with clear demarcations between objects, colors, 
sensations, relationships, and so on. When uncertainties do arise, we 
might sometimes use statistical methods to deal with them, by which I 
mean literally computing chances, but I think in many cases we simply 
smooth out our perceptions and operate on the basis of the artifi cially 
unambiguous result—oft en wrongly. Anyway, people don’t seem to 
compute their behavior on very good statistical grounds, do they?

Just for fun, a poem by Maurice G. Kendall, originally published in 
American Statistician 13(5),1959, 23-24:

Hiawatha Designs an Experiment

1.   Hiawatha, mighty hunter 
He could shoot ten arrows upwards 
Shoot them with such strength and swift ness
That the last had left  the bowstring 
Ere the fi rst to earth descended.  
This was commonly regarded
As a feat of skill and cunning.

2.   One or two sarcastic spirits
Pointed out to him, however,
That it might be much more useful 
If he sometimes hit the target.  
Why not shoot a litt le straighter 
And employ a smaller sample?
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3.   Hiawatha, who at college 
Majored in applied statistics 
Consequently felt entitled 
To instruct his fellow men on 
Any subject whatsoever, 
Waxed exceedingly indignant 
Talked about the law of error, 
Talked about truncated normals, 
Talked of loss of information, 
Talked about his lack of bias 
Pointed out that in the long run 
Independent observations 
Even though they missed the target 
Had an average point of impact 
Very near the spot he aimed at 
(With the possible exception 
Of a set of measure zero).

4.   This, they said, was rather doubtful.  
Anyway, it didn’t matt er
What resulted in the long run; 
Either he must hit the target
Much more oft en than at present 
Or himself would have to pay for 
All the arrows that he wasted.

5.   Hiawatha, in a temper
Quoted parts of R.  A.  Fisher 
Quoted Yates and quoted Finney 
Quoted yards of Oscar Kempthorne 
Quoted reams of Cox and Cochran 
Quoted Anderson and Bancroft  
Practically in extenso
Trying to impress upon them 
That what actually matt ered 
Was to estimate the error.

6.   One or two of them admitt ed 
Such a thing might have its uses 
Still, they said, he might do bett er 
If he shot a litt le straighter.

7.   Hiawatha, to convince them 
Organized a shooting contest

Laid out in the proper manner 
Of designs experimental 
Recommended in the textbooks 
(Mainly used for tasting tea, but 
Sometimes used in other cases) 
Randomized his shooting order 
In factorial arrangements
Used in the theory of Galois 
Fields of ideal polynomials 
Got a nicely balanced layout 
And successfully confounded 
Second-order interactions.

8.   All the other tribal marksmen 
Ignorant, benighted creatures, 
Of experimental set-ups
Spent their time of preparation 
Putt ing in a lot of practice
Merely shooting at a target.

9.   Thus it happened in the contest 
That their scores were most impressive
With one solitary exception 
This (I hate to have to say it) 
Was the score of Hiawatha, 
Who, as usual, shot his arrows
Shot them with great strength and swift ness 
Managing to be unbiased
Not, however, with his salvo 
Managing to hit the target.

10. There, they said to Hiawatha, 
This is what we all expected.

11. Hiawatha, nothing daunted, 
Called for pen and called for paper 
Did analyses of variance
Finally produced the fi gures 
Showing beyond peradventure 
Everybody else was biased 
And the variance components 
Did not diff er from each other 
Or from Hiawatha’s
(This last point, one should acknowledge
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PCT as part of a challenge to his pet theories, a faculty member blurted 
out, “What does he [II do to you people, brainwash you?”

Bruce Nevin: I think there is a confusion of statistical prediction with 
prediction for an individual control system.

One can predict that most middle-class children will get an educa-
tion; one cannot predict that a particular one will, unless that one is 
controlling for gett ing an education (for whatever reason). Likewise 
for learning their native language (exceptions may be autistic, se-
verely retarded, kept locked in a closet, etc.). One could predict that 
Bill would marry an intelligent person because that was what he was 
controlling for (among other things), but not because most engineers 
in the fi eld of astronomy who are former psychology students marry 
intelligent people.

Joel Judd: Bruce, isn’t this why, in a certain sense, prediction becomes 
trivial in PCT? The trick is to fi nd out what someone is controlling for. 
Also of interest is what the person does to reduce error. This might also 
be why, historically, so many psychological and educational research-
ers haven’t told us much about process and mechanism, so concerned 
are they with predicting the right damn outcome. Why the outcome oc-
curs and how it occurs must be explained by that black box up there.

Bill Powers: Perceptual control theory is fundamentally a theory of 
individual organization. You get to statistical predictions for popula-
tions in a diff erent way. First you study enough individuals to fi nd 
how their control parameters are distributed. Knowing that, you can 
predict how a population of “similar” (oops) individuals will do the 
same sort of control task. You will also know bett er than to speak of the 
“average way of controlling in this task.” Nobody controls that way.

If you have ways of measuring individuals’ control parameters, 
wouldn’t it usually be unnecessary to go through the population-study 
route? When you study populations, you get characteristics of the 
population, but you don’t learn anything about an individual, except 
perhaps the outer limits of variation within which this person might 
be found—unless the person happens to be from a diff erent popula-
tion and your criteria for population membership just didn’t happen 
to pick that up.

One point of using control theory is to get away from statistical stud-
ies in which experimenters are jubilant (typically) over correlations as 
low as 0.8. Facts that are determined statistically are true only of a 
population and are next to useless for predicting the performance of 
an individual. There is a tendency to elevate fi ndings that are true only 
of a majority of a population (say, 60 per cent of subjects) so that they 

Might have been much more convincing 
If he hadn’t been compelled to
Estimate his own component
From experimental plots in
Which the values all were missing. 
Still, they didn’t understand it
So they couldn’t raise objections
This is what so oft en happens
With analyses of variance).

12. All the same, his fellow tribesmen 
Ignorant, benighted heathens, 
Took away his bow and arrows, 
Said that though my Hiawatha 
Was a brilliant statistician
He was useless as a bowman, 
As for variance components
Several of the more outspoken 
Made primeval observations 
Hurtful of the fi ner feelings
Even of a statistician.

13. In a corner of the forest 
Dwells alone my Hiawatha 
Permanently cogitating 
On the normal law of error 
Wondering in idle moments 
Whether an increased precision
Might perhaps be rather bett er
Even at the risk of bias
If thereby one, now and then, could
Register upon the target.

Tom Bourbon: Several of my colleagues are somewhat tolerant of me 
and of students who turn on to PCT, but others are not so open or sup-
portive. The person who asked seniors in a statistics course to present a 
talk on some controversial topic concerning uses of statistics in psychol-
ogy was not prepared to have one student give a reasoned discussion 
of the “coeffi  cient of failure,” as discussed on the net. Nor was he ready 
for another student who, by all accounts, gave an elegant review of Phil 
Runkel’s critique of abuses of the method of relative frequencies.

My students are told by some people that they don’t care what kind 
of evidence he (I) might present, PCT isn’t right, and it isn’t psychology 
(I believe that!). During a discussion with several students who invoked 
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are assumed true of the whole population.
There are two ways to understand natural phenomena. One is like 

trying to fi gure out a system for winning at roulett e. You observe and 
observe, and fi nally you get an idea: every time two blacks and a red 
show up in that sequence, an odd number between 11 and 27 will win, 
but if the sequence is black, odd, black, red, the best bet is a number 
ending in 5. This is “looking for rules.” It is also the basis for statistics, 
because when you’re testing a rule like that, you have to keep track 
of how oft en it worked. If it doesn’t work oft en enough to be useful 
(i.e., to keep you from going broke), you go back to searching for more 
rules.

The problem, of course, is that even if a rule appears to work, you 
have to consider how many chances you had to fi nd it, how many 
times it might have failed before you noticed it, and how oft en it will 
fail in the future. Even if the rule appears to work in all your tests, it 
might still have nothing to do with anything. Even if the rule works 
20 times in a row, there is always the chance that it is irrelevant or will 
become irrelevant without advance warning.

In fact, all you need is one exception to show that the rule is irrel-
evant. If you can have one exception, then you can have two in a row, 
10 in a row, 100 in a row, and go broke.

Of course, there’s always the chance that the rule you found actually 
has some explanation; it might be a refl ection of a real regularity in 
nature, so that the rule really has to work (even though you don’t hap-
pen to know why) or sometimes has to fail (depending on occasional 
underlying circumstances you haven’t discovered). This, of course, is 
what we hope for when we try to guess at the rules. This is the mode 
of research that I call “trying to get lucky.” Gett ing lucky means stum-
bling across one rule among all the others that is an expression of an 
underlying mechanism.

If you get into the gambling hall aft er hours, you can look under the 
roulett e table. When you see a litt le butt on where the croupier stands, 
you can immediately deduce a rule for bett ing that has some reason for 
working: bet (small) against the biggest bett ers. The game is rigged.

So this leads to the other way of understanding nature: look for the 
way in which the game is rigged. Don’t waste too much time trying 
to guess at the rules just by watching phenomena. The only rules that 
actually work are those that work for an underlying reason. All the rest 
are illusions. If you just look for rules, you can’t tell the illusory rules 
from the real ones. And the real rules don’t work just because they 
work: they work because they have to work. The game is rigged that 
way. The system is organized that way.

Modeling is an att empt to see under the roulett e table.

Rick Marken: The only time I have encountered anything approach-
ing hostility to control theory is when the listener fi gures out that con-
trol theory is completely inconsistent with the whole experimental/sta-
tistical framework on which psychology is based. Most psychologists 
really believe in this model. They spend years learning statistics and 
experimental design. It is the core of the discipline: the basic founda-
tion on which the search for psychological truth has been built. Control 
theory says: forget it. When you say that to the people who wrote the 
texts, taught the courses, labored in the statistics classes, and paid their 
dues running hundreds of subjects in complex factorial experiments, 
you don’t get big cheers. Even if you carefully show why conventional 
statistics/experimental design seems to work but really reveals litt le if 
anything about the internal organization of living systems.

So my experience is that control theory has the biggest problems 
when it comes face to face with faith in the scientifi c method as articu-
lated in the pages of the exalted textbooks of statistics and methodol-
ogy that are the bedrock of all (cognitive, behavioral, ecological, etc.) 
psychological science.

Bill Powers: [Replying to a researcher in cognitive science.] 
Experimentation under the control-system model is aimed at the char-
acterization of individual behavior. The only reason for using multiple 
subjects in a single experiment, other than checking for fl ukes, is to see 
how variable the individual measures are over a population. We would 
never average such measures together! Question: What is the average 
damping coeffi  cient of the human arm control system? Answer: That’s 
not a meaningful question, because the damping coeffi  cient must be ap-
propriate to the build and organization of each control system, if it’s 
stable. Details of organization vary greatly from one person to another.

I don’t think that statistical studies can hack it in the long run. They 
have their uses, but once you’ve seen how control-theoretic experi-
ments go, you’ll be spoiled for statistical work. I say that with fi ngers 
crossed, because actually nobody is doing systematic research on PCT 
at the cognitive levels where you work—this is by way of inviting you 
to learn the basic principles of PCT and be a pioneer. Doing so will 
earn you the distrust of your colleagues, diffi  culties in publishing, 
and experiments with clear-cut results that you know are right. And 
friends like us who give you a hard time. You have to weigh the costs 
and benefi ts yourself.

The question we always ask people who report statistical results is 
“How many subjects didn’t show the eff ect, and how does your hy-
pothesis explain their behavior?” I claim that if you have to use mul-
tivariate analysis to show that there is an eff ect, you haven’t got an 
eff ect. Real eff ects stand out like sore thumbs. They aren’t the results of 
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causes, but of organization.
My biggest objection to most statistical analyses (I don’t know about 

your analyses) is that almost uniformly they employ a cause-eff ect 
model of behavior. We can prove that’s the wrong model. Organisms 
produce consistent outcomes by variable means. It’s easy to demon-
strate this principle in almost any context, at any level. Most experi-
menters carefully avoid disturbances that might interfere with output, 
not realizing that the same outcome would happen anyway. Of course, 
if they did introduce disturbances, and the outcome did repeat, this 
would completely screw up their experimental paradigms. Maybe 
that’s why they don’t do it.

[In reply to a post from Eileen Prince asking what PCT has to say 
about autism.] Control theory isn’t like most other theories: it doesn’t 
say that if X happens to people, Y will be the resulting eff ect on their 
behavior. It’s about the way behavior works; it describes relationships 
of a very general nature between perception and action. At the same 
time, it is a theory of individual behavior: in order to apply it to an 
individual, one must determine what variables that individual is con-
trolling, and with respect to what internally specifi ed states, and the 
quality of that control. The hierarchical model suggests a nested stack 
of types of controlled variables that people seem to be able to control 
when all is well—but the particular examples of these types that an in-
dividual controls can be discovered only by studying that individual.

Control theory doesn’t use categories such as “autism” to explain 
behavior. To say that a person is autistic is only to say that certain ex-
ternally visible patt erns of action have struck people as similar enough 
(and unusual enough) to be lumped into a “disease entity.” This does 
not mean that the same defect exists in all autistic people, or that the 
symptoms arose from some common history, or that the same treat-
ment will succeed with (and not harm) everyone included in this cat-
egory. The conventional empirical approach to treating problems as 
“diseases” is simply to try something on people in a given category 
and see if it helps a statistically signifi cant number of them. There is 
no att empt to analyze what has actually gone wrong—what the person 
can still do normally, and what the person can’t do. There is no att empt 
to relate defi cits to a model of internal functioning. I suppose the idea 
is that if you accumulate enough experience with treating people in ar-
bitrary categories, you will eventually be able to look up the symptoms 
in a big book and read off  the treatment that has been eff ective most 
oft en in the past. In my view, this approach is an ill-advised att empt 
to bypass understanding of the human system and fi nd solutions by 
relying on guesswork and luck. Before the advent of science, it was all 
we had. Sometimes it works. But there has to be a bett er way.

Rick Marken: Here’s my hypothesis about what variable conventional 
psychologists (of virtually all stripes) are trying to control: the per-
ception that they are able to have relatively (statistically) predictable 
eff ects on what other organisms do. Not surprisingly, the behavior of 
other organisms is, from the point of view of a psychologist, a con-
trolled (or potentially controllable) variable. This holds even in cogni-
tive psychology, I think. I used to do some research on visual search. 
Nearly all of this work is aimed at trying to fi nd factors that aff ect 
the rate of search -such as similarity of target to background, statisti-
cal properties of the background, and so on. You can fi nd things that 
have prett y strong statistical eff ects on search rate. So you can control 
search rate (or at least the average rate) by messing around with the 
background. To the extent that you get the eff ects you want in your 
study (eff ects that match your reference) then you are happy. The ex-
perimenter is typically more concerned with his own ability to control 
what happens than in the organism’s ability to do so.

Bruce Nevin: As regards control of perceptions relative to internal 
reference values, statistical measures are of litt le use. As regards the 
processes by which people set internal reference values of the “social 
convention” sort, measures are in order that correspond to the way 
individuals generalize across the outputs of other members of their 
population. This way of formulating the problem might suggest more 
apt ways of formulating statistical analysis, ways that can be modeled 
in control-theory terms.

Chuck Tucker: Here is a recent version of the statistics so frequently 
used in social science.

Relationships Among Several Descriptive Statistics*
r r2 k2 k E (%)

1.00 1.00 0.00 0.00 100
0.9995 0.999 0.001 0.032 97
0.9987 0.997 0.003 0.054 95
0.995 0.99 0.01 0.099 90
0.954 0.91 0.09 0.299 70
0.90 0.81 0.19 0.435 56
0.87 0.756 0.244 0.493 51
0.865 0.748 0.252 0.50 50
0.80 0.64 0.36 0.60 40
0.71 0.50 0.50 0.70 30
0.60 0.36 0.64 0.80 20
0.50 0.25 0.75 0.87 13
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r r2 k2 k E (%)
0.40 0.16 0.84 0.92 8
0.31 0.10 0.90 0.95 5
0.20 0.04 0.96 0.98 2
0.10 0.01 0.99 0.995 0
0.00 0.00 1.00 1.00 0

*Compiled by Chuck Tucker, with the encouragement and assistance 
of members of the CSG (especially Gary Cziko) and Jimy Sanders.

Defi nitions and Interpretations of the Above Statistics

All of these measures describe two variables (X and Y) within a par-
ticular sample. It should be stressed that these descriptions and in-
terpretations, especially those involving “predictions,” are limited to 
a particular sample; if another sample is not a random sample from 
the same population, then predictions about Y will be unpredictably 
worse.

r is a correlation (or coeffi  cient of correlation) which describes the 
linear association of one variable with another. It can also be charac-
terized as “... a relative measure of the degree of association between 
two series...” of values for two variables. It varies between 1 (perfect 
positive correlation) and -1 (perfect negative correlation). The closer 
this measure is to a perfect correlation, the more confi dence one has in 
“predicting” the values of one variable from another variable.

r2 is a measure of “explained” variance (or coeffi  cient of determina-
tion) which describes “shared” variation, or the amount of variance 
of one variable “explained” by the other variable, or the proportion of 
the sum of y2 that is dependent on the regression of Y on X. The larger 
the numerical value of this measure, the more confi dence one has in 
“predicting” the values of one variable from another.

k2 is a measure of “unexplained” variance (or coeffi  cient of nonde-
termination) which describes “unshared” variation, or the amount of 
variance of one variable not “explained” by the other variable, or the 
proportion of the sum of y2 that is independent of the regression of Y on 
X. The smaller the numerical value of this measure, the more confi dence 
one has in “predicting” the values of one variable from another.

k is a measure (called coeffi  cient of alienation) which describes the 
lack of linear association of one variable with another, or the ratio of the 
standard error of the estimate to the standard deviation of the variable. 
The smaller the numerical value of this measure, the more confi dence 
one has in “predicting” the values of one variable from another.

E is computed as 100 * (1 - k) and is called the “index of forecast-
ing effi  ciency” (Downie and Heath, 1965, p. 226). It indicates the “im-

provement” for a prediction by knowing the coeffi  cient of correlation 
(r) for two variables, as contrasted with knowing nothing about the 
linear association of the two variables. For example, with a coeffi  cient 
of correlation of 0.71, one can “predict” the values of one variable from 
another about 30 per cent bett er (on average) than one could “predict” 
those values without any knowledge of the relationship between the 
two variables; or one has decreased the size of the “error of prediction” 
by 30 per cent (on average) by knowing that the correlation of the two 
variables is 0.71.
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Bill Powers: In the social sciences, the word “theory” is used to de-
scribe a proposed statement of relationship: people who have char-
acteristic X exhibit a tendency toward behavior Y. I would call this a 
proposed fact: either X’s show Y or they don’t. If they do, we now have 
an observed relationship (never mind how reliable it is) that demands 
theoretical treatment. The corresponding theoretical statement would 
tack on “because...” to the observation, and propose a mechanism that 
accounts for the observed dependency.

Another way in which description is confused with explanation is 
through the manipulation of categories. A specifi c instance of behavior 
by a specifi c person (Joe opens a door and walks out of the room) is 
converted to an instance of a class of behaviors of a class of persons 
(a male college sophomore exits from an enclosed space). The specifi c 
antecedent conditions are also converted to a category: “the room con-
tains 400 people” converts to “the population density in the enclosed 
space is more than two persons per square yard.” Now the happen-
ing becomes: “A white male sophomore exits from an enclosed space 
when the population density exceeds two persons per square yard.” 
This now looks like a more general statement that will apply to more 
people than just Joe, and more instances of crowding in larger and 
smaller rooms. In many branches of the social sciences, this is consid-
ered to be an explanation.

Of course, the statistical approach and the generalization approach 
are used together.

The theoretician has to take the point of view of the behaving system. 
When you imagine being a particular control system, you realize that 
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the actual environment is almost irrelevant: all you can know about it 
is contained in the perceptual signal, and the relationship of the per-
ceptual signal to external processes and entities depends entirely on 
how the input function is organized. So the control system can control 
only its perception; the eff ects it has on the external world while doing 
so are unknown to it.

The key is not so much being able to prove that the model is right, 
but simply understanding how to propose processes in such a way that 
they could be right. This amounts to appreciating what sort of thing has 
to be accomplished by the system in order for its externally observed 
behavior to be as it is. We might not know how to build a general con-
fi guration-perceiver, but at least we know that the input has to be a set 
of sensations, and the output has to be a signal that covaries with our 
own sense of confi guration. If we can think of one mechanism capable 
of doing this in one instance, that is bett er than not knowing of any 
mechanism. And when we have one mechanism that works, we can 
try to fi nd another one that works bett er, seeing how the fi rst one fails. 
And so it goes until we have a good model.

But we can never know that we have accomplished something in 
the same way that an organism accomplishes it, in every detail. For 
that matt er, we have no reason to think that every organism of a given 
species accomplishes its functions in the same way as other organisms 
of the same species. Judging from the very large diff erences in brain 
anatomy that exist from one person to another, in fact, it’s unlikely 
that all people are internally organized in the same way even if they 
behave in roughly the same way. The brain is plastic, and its organiza-
tion is infl uenced by the experiences of a single lifetime. Our modeling 
is fundamentally limited by this fact: no one model can ever reproduce 
to the last detail the inner functioning of all examples of any kind of 
higher organism, because the originals are not all designed in exact-
ly the same way. We will always be limited to modeling the “general 
idea” behind an organism, because that is the limit of consistency in 
the originals. The method of modeling is primarily a method of un-
derstanding individuals, and only secondarily a way of saying general 
things about all individuals. Models must always contain parameters 
that can be adjusted to fi t the “general idea” to a specifi c organism.

This, naturally, has some serious implications concerning the nature 
of scientifi c research into human nature. It’s usually assumed that one 
is dealing with a standard instance of Homo sapiens—the very idea of 
assigning such a term to the whole human race is to assert that funda-
mentally we are all the same. In the psychology lab, great att ention has 
been paid to using a standard animal model—the Sprague-Dawley rat, 
during my formative years. If you have a standard rat or a standard 
person, you should get standard responses to standard stimuli. If any 

human being is as good an example of Homo sapiens as any other, you 
can study groups of people as interchangeable units, drawing gener-
alizations from the data which you assume to be measures of common 
underlying properties fuzzed out by uncontrolled stimuli.

But what if, below some level of observation, there are no common 
underlying properties? Then the whole rationale of statistical studies 
of populations collapses.

A generative model is one that will reproduce the phenomenon of 
interest by operating strictly from the interplay of its own properties. 
A generative model of control behavior is a control system with an in-
put function, a comparator, and an output function, in an environment 
that links output to input in a specifi c way. There is no component in 
a control-system model that “controls.” Control is the result of opera-
tion of a system with these functions in it, connected as specifi ed by the 
control-system model, and operating as dictated by the input-output 
properties of each component.

So, given inputs, constraints, and parameters, a generative model 
must always produce some kind of behavior. We can’t necessarily an-
ticipate what such a model will do, but whatever it does is rigidly set 
by the properties we have given it, and by the surroundings with which 
it interacts. We hope that the behavior of the model will resemble the 
phenomenon we’re trying to explain. If it doesn’t (and few models do, 
the fi rst time they are set in motion), we have to modify the model. 
That’s how models grow and improve.

Greg Williams: Many physicists make a living describing certain phe-
nomena, just as many psychologists are experimentalists. But modern 
theoretical physicists eschew the “hypotheses non fi ngo” stuff . And 
make extrapolative, explanatory models. Unfortunately, the bulk (well, 
there really aren’t all that many) of theoretical psychologists still per-
sist in making descriptive, nonexplanatory models solely at the level of 
the phenomena—rather than generative models of underlying mecha-
nisms. “If you do basically the same procedures again, the organism 
will do basically the same thing.” The weasel word is “basically,” be-
cause these folks cannot circumscribe its bounds. So, the turn toward 
statistics.

I claim that the only reasonable answer to Hume’s inductive skepti-
cism (i.e., why should the sun rise tomorrow?) is making generative 
models which “hang together.” Hypotheses non fi ngo leaves open the 
possibility that matt er might disappear at any moment, since it can’t 
predict that it will disappear at a particular moment. Contemporary 
generative modeling in physics says there’s no “disappearing at such-
and-such-a-time” relation within its (modeled) structure, so give us a 
break from your concocted philosophical “possibility” tales, Hume!
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Descriptions at the behavioral level don’t explain behavior, and de-
scriptions at the sociological level don’t explain sociological observa-
tions. A description in the Skinnerian vein would be that people show 
certain behaviors which are correlated with certain outcomes which can 
be lumped into a class termed “rewards” (of course, this begs the ques-
tion of why some outcomes end up in the class and others don’t, which 
can only be answered by invoking structural constraints embodied in 
organismic physiology). However, such description at the individual 
behavioral level is, I claim, what counts as an explanation of sociologi-
cal phenomena. It appears to me that people generally accept accounts 
such as the following as explanation: How come the voting turnout 
rates of the poor are much lower than those of the rich? Continuing in 
the Skinnerian vein, for argument’s sake, it is because some individu-
als receive few rewards from voting (and reduce their voting rates), 
while other individuals receive many rewards from voting (and keep 
voting). That is pure description at the individual behavioral level. But 
it isn’t an explanation of the sociological phenomenon, just yet.

What must be added to the description at the individual behavioral 
level, as given above, is description at the sociological level, to wit: 
most individuals belonging to the class “poor” actually are in the fi rst 
(few rewards from voting) group described above, and most individu-
als belonging to the class “rich” are in the second (many rewards from 
voting) group. Now we can deduce that the poor will come to vote less 
frequently than the rich. We have a generative model at the individual 
behavioral level which, coupled with a description of certain condi-
tions observed at the sociological level (but not the phenomenon to be 
explained at that level), results in an explanation of the sociological phe-
nomenon in question.

In this example, pure faith (precisely as criticized by Hume!) is the 
only basis for believing that tomorrow the poor will continue to vote 
less frequently than the rich, since there is no basis except a belief 
that “what was, will be” for extending the “functional relationship” 
(Skinner’s term) from past correlations between voting and reward 
to future frequencies of voting. Without limits on the generalizability 
of such relationships, which I claim can only be placed by generative 
models at the level below individual behavior, you’re in free fall. One 
might call it the free fall of statistics—comfortable, until you meet a 
boundary. Then, splat!

Bill Powers: I think that Popper’s idea of “falsifi cation” is predicat-
ed on the prevailing view of theories as being primarily statistical. 
Statistical theories don’t propose any models, so there is no positive 
way to verify a theoretical statement. All that signifi cance does for us 
is to assure us that the experimental results probably didn’t happen 

by chance. There is no a priori or logical argument against the result 
being a chance occurrence; it is reasonable to admit the possibility that 
chance played a part. This negative conclusion doesn’t tell us that the 
hypothesis is reasonable, connected to a systematic world, or useful in 
any context other than the original experimental conditions.

Models, on the other hand, are tested by changing the conditions 
and verifying that the model still behaves as the real system does un-
der the new conditions. The model provides an a priori systematic 
reason for the system to behave in some new way under new condi-
tions, and commits us to specifying exactly what that new way will 
be. When the real system does behave that way, this is a positive in-
dication of the model’s worth. Of course, one could argue that there 
is still a possibility that the real system behaved in the new way by 
chance, but if the standards for acceptance are set as high as they are 
in the physical sciences, this possibility goes beyond the bounds of 
reason: there’s a qualitative diff erence between p less than 0.05 and 
p less than 0.0000000005. More likely is the possibility that the real 
system behaved in the new way for a reason other than the reason for 
which the model behaved that way. This does not involve chance; it 
says merely that the model needs to be modifi ed, and that sooner or 
later circumstances will reveal the needed change. The modeling ap-
proach is fundamentally systematic, not statistical. Modelers assume 
that the underlying processes, whether we have correctly identifi ed 
them or not, are systematic.

Thus, I would say that I use the criterion of testability, not falsifi ability. 
Falsifi ability is a subset of testability that considers only the possibil-
ity of rejection. Testability also demands that hypotheses that are not 
rejected be accompanied by quantitatively correct predictions of new 
behaviors in new circumstances. The kinds of theories Popper was 
thinking about never went that far.

A true science needs continuous measurement scales so that theories 
about the forms of relationships can be tested. This means that correla-
tions have to be somewhere in the high 90s. True measurements, with 
normal measurement errors, require correlations of 0.99 upward. If 
this were universally understood among scientists, two things would 
happen. The fi rst is that most statistical studies would end up in the 
wastebasket. The second is that the good studies would be done again 
and again, with successive refi nements to reduce the scatt er, until 
something of actual importance and usefulness was found.

One of my objections to the statistical approach to understanding be-
havior is that aft er the fi rst signifi cant statistical measure is found, the 
experimenter quits the investigation and publishes. If you get a cor-
relation of 0.8, p less than 0.05, your next question should be, “Where 
is all that variance coming from?” If you set your sights on 0.95, p less 
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than 0.0000001, you won’t quit aft er the preliminary study, but will 
refi ne the hypothesis until you get real data.

Quantitative methods in conventional psychology don’t deal with 
quantitative data, despite the tremendous sophistication of statistical 
techniques. When you consider the models used in physics, where the 
systems are claimed by some to be “simple” relative to organisms, you 
fi nd extremely complex structures in these models, extending from 
simple algebra, through systems of hundreds of diff erential equations, 
to tensor calculus. When you look at the models used in psychology, 
you fi nd basically y ax + b. Of course, in order to see whether this 
model represents any regularity in a data set, you might have to apply 
very complex techniques for extracting signal from noise, but the basic 
model being tested is elementary, if that. So if the subject matt er of 
psychology is so complex, why do psychologists try to handle it with 
such simple models?

The place where psychology is the least quantitative is in the data-
taking stage. Most data exist in the form of simple and artifi cial events, 
which either occur (1) or don’t occur (0). The behaviors investigated 
are characterized in only the crudest qualitative ways; quantitative 
continuous measures of behavior almost never occur except in psycho-
physics.

When I read the psychology literature, I see almost nothing being 
investigated that strikes me as a real phenomenon. Even when some-
thing real-looking is investigated, I see no quantitative measurements 
being made. The only quantitative analysis that shows up in most ar-
ticles is the statistics, which takes for granted that the data are about 
something and off ers no explanations at all.

I think that the control-systems approach, which is fundamentally 
quantitative, off ers the promise of handling even complex behavior 
in a way that is as clean as the methods of physics. I don’t buy the 
idea that psychologists have the problems they have because of the 
complexity of the subject matt er. I think their problems come from a 
primarily non-quantitative, idiosyncratic, and disorganized approach 
to observing human behavior, and the acceptance of very low stan-
dards for what will be considered a fact of nature. The latt er bothers 
me the most. You can’t base a science on facts that have only a 0.8 or 
0.9 probability of being true. Such low-grade facts can’t be put together 
into any kind of extended argument that requires half a dozen facts to 
be true at once. You need facts with probabilities of 0.9999 or bett er—if 
you want to build an intellectual structure that will hang together. I 
don’t think that psychology has come anywhere near meeting that re-
quirement, individual cases aside. I would argue that we do not yet 
have any science of psychology. 
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Conflict, Belief, Standards: Part I

Ed Ford: I have been meeting with a group of my former students
every month for the past year or so, and recently we decided to attempt
to apply perceptual control theory (PCT) to their work, specifically to
the way they organize their staffs, run their organizations, deal with
people, etc.  Anything they do, from running a staff meeting to a group
meeting, from setting standards to dealing with individuals, is to be
done with PCT in mind.  As a first step, they have to think of others as
living control systems.  Each time we meet, everyone will say what they
have tried at their various places of employment.  We’ll review what
they have done, whether it has been effective, and whether their
knowledge and application of PCT have helped.  The more people on
the net talked about modeling, the more I realized that I had to get some
modeling going of my own.

The jobs held by this group are most interesting.  One is a
superintendent of schools for Arizona’s juvenile residential correctional
system.  Another heads a residential treatment center for sexually abused
7- to 11-year-old girls.  Another is in charge of counseling and training
at a residential treatment center for teenaged boys.  Another works with
the toughest behavior problems in a school district.  Another is an adult
probation officer.  Another works with the most violent people in a state
mental hospital.  Another runs groups for women with various types of
problems.

These are the kinds of settings where the rubber hits the pavement.
These people don’t play games; they’re serious about succeeding and
doing a better job.  Both the supervisors and staff in these kinds of settings
generally are all looking for a better way to make their job easier, more
efficient, and more satisfying.

One example we’re trying is developing a way to get your staff to do
a good job.  I think you first have to get each member to explain what
he/she has done successfully, what they are presently working on, where
they need help, and from whom.  Problems are brought up, and a per-
son from the staff volunteers to take the responsibility for researching
and bringing back the results to the group for a group decision, yet my
experience is that there is an ongoing recognition of where the final
decision rests.  In this kind of system, people begin to perceive that they
have some control for setting reference signals and providing input to
the system.  They become much more cooperative and much more will-
ing to look for a better way.  The staff members are each operating as
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individual control systems, but each finds they can, through a coopera-
tive structure, provide inputs to what is happening, know what other
systems are perceiving and controlling for, and be able to control more
easily for what they want and for their specific tasks.  When the commit-
ment to some overall concept of the organization is missing, the inevi-
table result is internal conflict.

Each person in our group is attempting to teach his/her staff PCT.
The real key is our working together at our monthly meetings to reflect
on what each is doing (using PCT as a basis), giving our own inputs,
and then watching the results.  I guess this could be called modeling in
the real world.  I have a close friend who is a Catholic priest and was
recently assigned his own parish.  He already has invited me to give
these ideas a try at his parish.

Bill Powers: Ed Ford mentioned his monthly meetings with people
interested in using control theory in the real world.  In a phone call, he
asked me to say something that would help his group “make models.”
I replied that what his group can do is probably better called “testing
models,” so that is what I’m writing about here.  I’ll digress at the start
to introduce some background on the concept of prediction.  The first
part of this development is intended to amuse experimenters; the sec-
ond part gets to practical matters.

On Testing Models

Part 1

Some time ago I remarked that the most common model in psychol-
ogy is a cause-effect model in the form of a regression equation.  The
hypothesis is that the effect depends on the cause linearly, as in y = ax +
b.  To test this model, you’d take the values of a and b determined from
a formal study and try to predict new values of y from new observa-
tions of values of x.

David Goldstein commented that this concept of using a model for
predictions is not the way such findings are used in psychology.  Once
the regression line is drawn through the data points, that’s the end of it.
The model equation describes the data, but isn’t then used for predic-
tions.

On thinking this over, I agree that no formal use is generally made of
the regression equation, but the findings are certainly used to predict
individual behavior.  Suppose the dependent variable y is a clinical
measure of depression, and the independent variable x is a depres-
sion-factor score on a personality test.  In computing the correlation
between the test score and the clinical measure (in a study of many

people), a regression equation of the form y = ax + b is the basic pre-
mise behind the correlation calculation.  If the correlation is positive
and statistically significant, the conclusion drawn is that depression is
predicted by the test score.  Then the test is administered to a new
individual (presumably from the same population), and if the depres-
sion-factor score is high, the person is diagnosed as depressed.

This isn’t a formal application of the regression equation: you don’t
say that a test score of exactly 7 predicts a depression of exactly 25 units
on the clinical scale, even if that’s what the regression equation says.
But a person who measures 15 on the test score would be judged as
more depressed than a person who measures only 3.  So while the slope
and intercept coefficients aren’t explicitly used, the general trend is
implicitly used, and there are semi-quantitative judgements made.

The scatter in data of this kind is so great, of course, that literal appli-
cation of the regression equation would be silly.  The prediction for any
individual when the correlation is as low as 0.8 would be seriously wrong
most of the time, often even getting the sign of the relationship wrong
for one person.  The only correct way to make a prediction would be to
begin with another equally large sample of the population and do the
whole study again.  You would predict that the same regression coeffi-
cients would be found.

But there is an urge to predict for individuals, and the form of the
urge follows the regression line: a higher clinical score ought to predict
a more severe depression.  While it is folly to give in to this urge when
the data are so bad, the motive behind doing so is consistent with the
principle of modeling.

If the principle of modeling were followed through formally, the re-
gression line would indeed be used to predict behavior.  If the line has
the equation y = 3x + 5, and the depression-factor test score for a new
individual is 4, the model predicts that a clinical evaluation of depres-
sion will come up with 17 on the clinical scale for that person.  To follow
the test through, one would then submit the person to the same clinical
evaluation as used in setting up the model, and see what number ac-
tually results.

Suppose the actual depression measure is 12 on the clinical scale.  This
is a deviation of -5 units from the value of 17 predicted from the test
score, for an error of -29 percent.  Is that good, or is that bad?  The an-
swer depends on how important it is to get the evaluation exactly right.

Of course in this case we know the clinical measure of depression,
and if we believe it, we can just ignore the test score and the prediction.
But what if we want to make the diagnosis on the basis of the test score
alone?  Now the generally expected error for an individual prediction
becomes relevant.  If you’re going to prescribe electroshock therapy that
will most likely severely disturb the person’s life for many years, maybe
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even permanently, you might decide that a 29 percent error is too large
to allow.  Perhaps even an error of 5 percent would be too large if the
person is a borderline case.  On the other hand, if you’re going to pre-
scribe a tranquilizer that won’t do any permanent harm even if the per-
son isn’t really depressed, then perhaps you can allow errors as large as
29 percent.

I’ve gone through this to illustrate that prediction errors can’t be
judged as good or bad without taking the context into account.  But
what if the context is that of testing a general model of behavior?  Now
the actions taken as the result of a diagnosis are no longer in the picture.
All we want to know is which theory is better.  Now the errors of
prediction under different models are judged not against practical
standards, but against each other.  The smaller the expected error, the
better.

I’ve also tried to show that even in standard approaches, the method
of modeling is there just beneath the surface.  It’s probably not men-
tioned much because the predictions made from literal application of
the mode—the regression equation—are so poor.  But the model is there.
It’s that model that we have to compare against the control theory model,
and the way we do the comparison is through making quantitative pre-
dictions using the actual form of the model.

Let’s look at the rubber-band experiment. Suppose we just measure
the position of the experimenter’s end of the rubber bands and of the
subject’s end, designating the positions as a and s.  Let’s confine the
experiment to a line, so we consider only one dimension.  The zero point
on the line can be chosen arbitrarily, with all measurements made rela-
tive to that zero.

If we now measure the positions a and s over a long series of move-
ments by the experimenter, we will obtain a data set consisting of pairs
of values of a and s.  We can do a correlation between a and s.  From the
normal calculations, we can derive a regression line.

The regression line will have the form s = ae + b.  The position of the
subject’s end will depend on the position of the experimenter’s end.  If
the rubber-bands are identical, the coefficient a will be very close to -1.
Half of the intercept b will correspond to a position on the line.  That
position will be the average position of the ends of the rubber bands:
with a = -1, we will have (s + e) = b, or (s+e)/2 = b/2.

In fact, half of the intercept b will turn out to be a position nearly
underneath the knot where the rubber bands are connected.  The knot,
as it will turn out, remains very nearly at the position b/2 all during the
experiment.

There’s a moral to this story, but it’s not quite obvious yet.  The first
part of it is that when you do a stimulus-response experiment in the
usual way, to get a regression coefficient, you can sometimes translate it

directly into a control-system experiment.  If you find that the intercept
b corresponds to something in the experimental situation that’s remain-
ing nearly constant at that value, you’ve found a controlled variable
—actually, by finding its reference level first.

The second part of the story concerns the accuracy of the prediction.
The stimulus-response prediction will be accurate only if the two rub-
ber bands have identical characteristics, or strictly proportional charac-
teristics.  If their characteristics are different, the correlation coefficient
you derive from the data corrected for the different rubber-band prop-
erties will be very much higher than the one derived from the model
s = ae + b, which assumes identical rubber bands.

Part 2

In testing the control-system model, the basic procedure is to assume
that all behavior—without exception—is control behavior, predict be-
havior on that basis, compare the prediction with the appropriate data,
and let the match or mismatch decide the issue.  You can never prove
that a particular control-system model is the only correct one, but you
can show that it is incorrect.

Considering the low correlations that are found in stimulus-response
experiments, it might seem hopeless to substitute a PCT model for the
linear regression model.  When the data are that noisy, how can any
clear decision be made?  This objection, however, assumes that the stimu-
lus-response experiment has correctly represented the data.  While we
can’t prove that all stimulus-response experiments could be translated
into relatively noise-free PCT experiments, there are excellent reasons
to think that this can be done in a significant number of instances, maybe
even most instances.  To do this, however, requires some changes in
viewpoint that might be hard to achieve.

A stimulus-response “fact” is expressed as an effect of a cause.  Doing
something to a person results in that person’s doing something else.  If
the relationship expressed in this “fact” isn’t clearcut and quantitative,
then the control theorist has to start asking questions about the data.

The basic question is: what is it that was affected by the “stimulus”
that was also affected by the “response”?  If you utter encouraging words
to someone, and that someone then shows added efforts to achieve some-
thing, you have a stimulus-response relationship.  Now you have to try
to guess: what did the encouraging words affect that was affected equally
and oppositely by the increased efforts?

Equally and oppositely?  There’s the rub.  You would like to think that
there is something you said that helped this person do better.  But con-
trol theory says that if your words of encouragement had some regular
effect on the person’s behavior (apparently), that behavior was aimed
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at counteracting your influence.  If this is true, then you don’t have the
control over the person’s behavior that you thought you had, even for
the good.  You are seeing yourself as helping the other person to do
better.  The other person, however, is seeing the situation differently:
you’re disturbing something, and the other person is acting to cancel
the effect of the disturbance.

This might not be true, but if you’re going to test the PCT model hon-
estly, you have to pretend it’s true and try to make sense of it.  You can’t
test a model if you don’t follow its logic faithfully and literally as far as
you can.  You can’t look ahead and think, “If PCT is right, then I haven’t
been helping people the way I thought I was—so PCT must be wrong.”
You have to be prepared to change your ideas about anything at all.
Otherwise your reasoning is just a sham.

Let me give you a real example from my high-school days.  We had a
coach, named Coach, who was tremendously popular, a great guy.  We
all loved him and wanted his approval above anything else.  Coach
would say, “You can do better than that, I know it—just give it one more
try and you’ll make it.” And by golly, we’d give it one more try, and
we’d make it, sometimes.

Now it would seem that his encouragement and belief in us caused
us to try a little harder than we thought we could, so we achieved some-
thing we couldn’t do before (sometimes).  I suppose that Coach looked
at it that way, as any reasonable person would.  But I can tell you that
from inside at least one person (and at the time I guessed this was true
of a lot of the others), it wasn’t all that nice.

The basic problem was that Coach went around all the time saying to
people, “What you’re doing isn’t good enough to please me.” That’s
what “you can do better” says.  I was already doing better than I thought
I could, in number of pushups, speed of climbing a rope, time in the 40-
yard dash, or whatever.  And I was damned tired and hurting and not
necessarily interested in doing any better.  I liked physics a lot better
than physical education.  But there was Coach telling me that he didn’t
like what I was doing.  That mattered to me.  So I got myself together
and made it really hurt, and I felt great—because then Coach wasn’t
displeased with me, not because I’d achieved something I wanted, but
because I’d done something to counteract his disapproval.

From Coach’s point of view, he had helped me put out that extra bit
of effort to surpass my previous achievements.  No doubt if I had con-
tinued to go along with this, worked out, built up a lot of strength,
learned the football playbook by heart, and all of that, satisfying the
coach more and more all the time, I might have achieved even more.  I
might have been a college football star; I might even have become a
professional football player and ended up as a coach myself, by now.  I
might be bold, aggressive, commanding, and rich.  But I certainly

wouldn’t be writing this.  I also wouldn’t be the Bill Powers you know.
What actually happened was that many of us simply gave up on pleas-

ing Coach because we didn’t buy the goal.  It wasn’t pleasant to do
that—to decide we were trying as hard as we cared to try toward that
particular end, and that we would simply endure the disapproval.  We
still loved Coach, and we tried to fend off his disapproval by seeming
to try harder.  But the price was too high to really do it.  When Coach
was called into the Navy and left in 1944, there was a huge tearful fare-
well ceremony for him, and I’m sure that amid the sorrowful partici-
pants there were many hearts filled with relief.

To apply the PCT model, this is the sort of thing you have to think
about.  It’s especially difficult when the hoped-for effect on a person is
beneficial.  There’s an almost inescapable tendency to suppose that what
you think of as beneficial is also considered beneficial by the other per-
son; that what you consider harmful is also thought harmful by the
other.  Coach would have been completely baffled by the present dis-
cussion.  He would have said “Well, you did try harder, didn’t you?
And you did do something you thought you couldn’t do, didn’t you?
What’s so bad about that?”

The stimulus-response viewpoint encourages this sort of naive pro-
jection of one’s own goals onto the behavior of others.  I shouldn’t even
call it the “stimulus-response” viewpoint.  It’s really this viewpoint,
adopted innocently by well-meaning people who have never heard of
stimuli and responses, that led naturally into stimulus-response theory.

To test the PCT model in real life, you have to be prepared to follow
its logic all the way.  Forget about whether the “response” is good or
bad.  The question is how to find the controlled variable, the thing that
is disturbed by what is done to the person, and is protected against
more disturbance by the action that the person takes.  If you find such a
controlled variable, you will understand that person far better than you
did before.  If you want to help that person, you might even find out
what he or she really wants and figure out ways that person could get
there.

It’s possible that you won’t find any such controlled variable in a given
circumstance.  But if you don’t look for one, you will certainly not find
one, even if it’s there staring you in the face.

The basic message here is that to test PCT, you have to make predic-
tions from it and from nothing else.  You have to follow out the logic
even when it seems to say things you don’t believe.  Then you have to
look carefully to see whether, in fact, the prediction holds true.  This
requires being consciously open-minded and willing to take a chance.
You simply have to trust that if the theory does predict correctly, you’ll
be better off knowing what it predicts than not knowing, letting the
chips fall where they may.
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Martin Taylor: In his interesting example of the kindly coach who in-
duced him to try so hard that it hurt, but produced great performances,
and induced him to hate the coach because of it, Bill argues that all
attempts to control are just introducing disturbances that are resisted in
maintaining reference percepts, and that inevitably such resistance is
accompanied by resentment or other bad effects (I might exaggerate,
but that’s what I get out of the example).

I quite agree with the first half of the conclusion, but not with the
second.  There is no technical distinction between the alteration of the
error signal in an elementary control system by changing the reference
versus by changing the percept.  Each results in a determinate error
signal that results in behavior that reduces the error (assuming a well
organized control-system hierarchy).  The coach played on this by as-
suming that Bill had a reference to be liked and admired by the coach,
and by causing Bill to perceive that this was not the situation, though it
could be.  The coach also presumably assumed Bill had another refer-
ence (shared by athletic overachievers) that he should do as well as his
body would permit.  Bill asserts that he did not share that reference.  If he
had, then the coach’s behavior would have induced percepts that caused
errors with respect to each reference that the same behavior would have
satisfied.  But since Bill did not have the “excellence in athletics” refer-
ence, the “hurting” behavior helped to satisfy only the “find favor with
the coach” reference, and it conflicted with the reference most people
hold: “feel good in my body.”

I don’t think it is necessarily true that this sort of conflict leads to
resentment and bad feelings.  The better a system is controlling, the
lower the errors within it, almost by definition.  Rick Marken has pointed
out that the errors don’t go to zero if there is non-orthogonality within
a control hierarchy, so that, to some extent, behavior that helps reduce
one error increases another.  Such conflicts are almost inevitable in a
complex hierarchy, especially one in which there are fewer final degrees
of freedom for control than elementary control systems at any one level.
The human muscular system provides a good example: some 400-800
muscles (I don’t know the exact number, but that’s the range) control
around 125 degrees of freedom for joints, face, voice, and so forth.  There
are two ways of resolving the conflict: mutual control, such as in oppo-
nent muscle pairs (one zeros its control while the other works), or ten-
sion (each tries to achieve its reference, and a balance between then is
achieved).

I think tension and conflict are desirable, if not overdone, enabling a
control system to react promptly to changes in perceptual situations.
This is analogous to the temperature of a thermodynamic system.  Zero
conflict means a system perfectly organized for the disturbances the
environment presently provides—the system is frozen and will not nec-

essarily be able to respond well to new types of disturbance.  Some ten-
sion means two things: the system is ready to move fast in many direc-
tions, and, equally important, it is prepared to reorganize if Bill’s no-
tion about reorganization being driven by accumulated error is correct.
So a system with tension and conflict will be more robust than one that
is placidly content.

The end-point of this line of thought is that we should have evolved
to be happier with some level of disturbance and internal conflict dif-
ferent from zero than with a bland, disturbance-free environment or an
environment that we have totally under control.  Bill’s coach was right,
but perhaps went too far.  Mild social control of that kind is what we
like.  We want to do well for other people, but we do want to find that
we can reach the reference level of satisfying them without at the same
time working too hard (diverging from other reference levels).  I sus-
pect that many marriage problems arise from a perception of inability
to satisfy the partner, despite excessive efforts (which might be in the
wrong direction, demanding reorganization).

Thus, tension, conflict, and uncorrectable disturbance are good, but
not in excess.

Bill Powers: Martin, you’ve sort of taken off at right angles to the line
of thought I was developing.  The “Coach” example was meant to illus-
trate how an apparent stimulus-response relationship (encouragement
results in doing better) can lead to quite a different interpretation when
explored from the viewpoint of control theory.  I wasn’t trying to gener-
alize from the particular way I and (probably) others dealt with Coach’s
urging us to overachieve.  With another person or in another circum-
stance, a similar encouraging remark leading to improved performance
could work in a different way.  But it will never be a cause-effect way.
My point was that to test control theory, you have to think of possibili-
ties other than the surface appearances.

Since I’m into high-school stories, I remember another instance with
a mathematics teacher.  I didn’t much like or dislike this teacher—he
knew his stuff but wasn’t strong on making things clear.  The class was
doing an exercise, each person trying to prove a trigonometric identity.
I was stuck—something was wrong, and I didn’t know if I was even
getting close.  The teacher was going around the room seeing how ev-
eryone was doing.  When he got to me, he said, “That’s fine, you’re
almost there.” This told me that I hadn’t made any mistakes so far and
was headed in the right direction.  So I stopped worrying and went
ahead and finished the proof, my first one.  That felt nice.  The 60th
proof didn’t feel so nice.

Apparent stimulus-response relationship: he said what he said, I then
went ahead to reach the goal.  Cause and effect?  No.  Information.  I
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wanted to know if I’d made some stupid mistake, and he told me (in
effect) that I hadn’t.  With that information, I could stop looking for a
mistake and devote my efforts to something more productive.  I didn’t
finish because I liked the teacher or in order to please him.  I finished
because I wanted to be able to prove the identity.  His remark wasn’t a
disturbance of something I was trying to control; it provided a missing
perception so I could get unstuck from looking for a nonexistent error.

My Coach example was one in which the apparent stimulus actually
did disturb something I was controlling for, and my response opposed
the effect of the disturbance.  The result was to put a very different light
on what seemed like a simple S-R chain.  That’s all I was trying to show
—not that there’s something inherently bad about encouragement, or
that being as pushy as Coach was necessarily leads to resentment and
bad feelings.  In fact I never resented Coach; not many did.  He was a
nice guy.  I just resisted him.  I regretted not wanting to live up to his
expectations, but not enough to change my mind.

Regarding your comments on conflict: Conflict doesn’t “lead to” any-
thing in particular.  What it leads to depends on how you resolve it or
fail to resolve it.  Most conflicts are unimportant; we just shrug and turn
to something else, or we go into a little fit of reorganizing and think of a
different way out.  This happens all the time; we have natural machin-
ery for resolving inner conflicts, and it usually works very well.

The degrees-of-freedom problem doesn’t normally cause conflict be-
cause we’ve learned to use only those control systems that are compat-
ible when working at the same time.  The balancing of reference signals
contributed by many higher-level systems isn’t a conflict unless one of
the higher systems is unable to keep its own error reasonably small
because of the interference of other systems at the same level.  The usual
case is that all active higher-level systems keep their errors small, de-
spite the fact that no one lower-order system’s reference signal is the
exclusive property of one higher-order system.  The systems just find
the analog solution of the simultaneous equations, and they all are suc-
cessful.

When opposing muscles are used to control limb position, there’s no
conflict.  In fact, there are two controlled variables that are indepen-
dently adjustable: for the tendon reflex, one is the difference between
the tensions in the two muscles, the other is the sum.  The sum-of-ten-
sions signal is controlled to produce a specific muscle tone.  The differ-
ence signal controls the net applied force.  Because the muscle is highly
nonlinear, the sum (muscle tone) signal effectively alters the spring con-
stant of the combined muscles near the zero-error condition, thus ad-
justing the static loop gain of the tension control system (and also the
stretch control system).

Conflict is a problem only when it concerns some variable important

to the organism, is severe, and goes unresolved for a long time.  That’s
what brings the clients to the therapist or counselor.  Serious conflict
destroys control or reduces its effective range to the point where it’s not
sufficient for the purposes normally served by the control systems.

A control system that keeps its error very small isn’t likely to be “placid
and content.” It’s able to keep the error small because it has a very high
loop gain.  This means that even the smallest disturbance will evoke an
opposing effort, and that opposition will keep the controlled variable
nailed to its reference condition.  When you’re driving a car along a
mountain road with a washout on the cliff side, you tighten up that
control system so the car stays precisely on the path you’ve picked to
squeeze past the danger point.  I don’t think that “placid and content”
describes that control system.  But it’s not in conflict, either: if it is, you
have a problem because you won’t be able to move the wheel as much
as if there weren’t any conflict.

There’s a problem with your suggestion that “a system with tension
and conflict will be more robust than one that is placidly content.” The
problem is that reorganization will start because of the chronic conflict.
As a result, precise control will become impossible: the parameters of
the control systems are going to be changing at random.  What you get
is a jittery and unpredictable control system that could literally do any-
thing without warning.

Just because of neural response curves, I can believe that some slight
amount of tension would help with rapidity of response to disturbances,
because near zero signal, the slopes of the functions will be very low,
and the loop gain will be low.  But this is relevant only when the control
point is set to zero and there are no disturbances.  Most reference sig-
nals specify values of perceptual signals that are far from zero—some-
where in the normal range between zero and maximum.  And there’s
normally some amount of disturbance to raise the error signals above
zero, if only gravity.  In those cases, there’s no advantage to conflict,
because conflict won’t raise the sensitivity or speed of the system and
will only reduce its range of control.  I think that the best state to be in
for possible action is one of alertness and calm.  You should feel just a
little zingy, but you certainly shouldn’t be in white-knuckle conflict with
yourself.  You want everything working in the same direction.

So I guess I agree with your concluding remark: tension, conflict, and
uncorrectable disturbance are good, but not in excess.  I would figure
something like five percent of the range of control.  The rest of your
reserve you would want to save for affecting the environment.

Some uncalled-for remarks on social conflict: In the background, I
suspect, is an idea that competition is good for us.  Up to a point, while
it’s fun, I agree.  We like to set problems for ourselves and solve them,
and get better at solving them.  But competition as a way of life doesn’t
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work that way, except for a few winners.  A social system based on
serious competition is just a step from violence (in the United States, a
very short step).  The losers vastly outnumber the winners: we end up
with a society of losers, winners being anomalies.  In situations where
the terms of the game determine that only a few can win, chronic losers
can get very nasty; in fact, they tend to abandon whatever social
principles there might be that make civilization better than life in the
jungle.  I don’t think that the price is right.  Competition—interpersonal
conflict—is the lowest level of social intelligence.  I don’t like to admit
that even a little conflict can be a good thing, because we’ve accepted a
huge amount of conflict as good and natural for far too long.  It’s time to
get smarter.

David Goldstein: Bill, can we follow through on your Coach example?
What was the controlled variable for you, the degree to which Coach
was pleased?  Coach’s comments led to your perception that he was not
pleased.  The increased effort was designed to increase the degree to
which he was pleased.  However, by making more of an effort, you
caused yourself some physical discomfort and took some time away
from activities which you enjoyed more.  So you were really in conflict:
you wanted Coach to be pleased; but you didn’t want Coach to be
pleased, because that meant discomfort and time away from more in-
teresting activities.  Suppose that you said to Coach, “I am doing as
well as I want to for myself.  If that really bothers you, I will be glad to
quit.” The Coach could say, “I want you to quit, it really bothers me.”
Or the Coach could say, “I don’t want you to quit, it doesn’t really bother
me.” In either case, you would be pleasing the Coach.

What would you have done with each answer?  I don’t believe that
you would have quit, even if Coach gave the first answer.  This suggests
to me that you played football for several reasons other than to please
Coach.  I think you would have felt more relaxed about not putting out
more effort if he gave the second answer.  But you might have tried a
little bit harder just to show Coach that you cared about his opinion,
even after you made your remark.

What was the controlled variable for Coach?  I guess it was a prin-
ciple-level generalization, something like “never accept the initial ef-
fort, always prod the players to do better, and accept whatever addi-
tional efforts they make.” Underlying Coach’s comments, perhaps, was
the thought: “I think very highly of you.  I can see potential in you
which you don’t see in yourself.” Coach was probably controlling for
increased efforts beyond the ones players could make comfortably.  No
pain, no gain.  Effortfulness.  Commitment.  Coach’s comments led to
your raising the gain.  When a player did this, his performance was
probably close to his potential.  Coach wanted each player to do the

very best that he could.

Bill Powers: David, a conflict is expressed at the level where there are
different goals for the same thing.  I wasn’t in conflict about liking Coach
and wanting to please him, or about wanting to be doing more interest-
ing activities.  I even had some personal goals about getting stronger
and getting better at athletic things.  The conflict came when Coach
pushed me toward one of my goals, and in fact past it.  To be more exact,
he made his approval contingent on my trying for a goal of physical
achievement that was a lot higher than my own goal for physical achieve-
ment.  To please myself and fit my athletics time in with all of the other
things I had goals about, I made a certain amount of effort for a certain
amount of time, and I was satisfied that I was doing pretty much what
I hoped to do.  Then Coach, for his own reasons, decided that it would
be good for me to try harder, spend more time in the gym, become not
just a social football player but a dedicated one, and so on.  Maybe he
saw some physical talents there and felt they should be developed more
(of course that was what he was hired for and what he thought worth-
while in life).

The net result was that in order to maintain a good relationship with
Coach, which meant mainly that this admirable guy would express
approval of what I was doing, I had to reset my goal for athletic prow-
ess at a level higher than what my own values recommended-at least
temporarily.  But doing that resulted in errors in my social life (too much
time at the gym and football practice, more physical discomfort than I
was willing to experience, a shift in self-image that didn’t fit with my
picture of me as a physicist, etc.).  So I wanted to try harder and become
better in order to please Coach (and get whatever other benefits would
come from going that way, like being a football hero, scaring off people
I was afraid of, etc.), and I wanted to try less hard in order to be more
comfortable, have more time for my girlfriend, be with my other friends,
tinker around with “scientific” projects in my room, and so on.  It all
came down to wanting to try harder (for one set of reasons) and want-
ing not to try harder (for another set of reasons).  That was the focus of
the conflict: I wanted to try harder, and I wanted to not try harder.  I
couldn’t do both.  My solution was probably a typical adolescent solu-
tion.  I gave the appearance of trying harder without trying harder, and
let Coach believe (or so I thought) that I just didn’t have the talent he
thought I had.  At least I was convinced that he believed it, and so my
conflict was resolved.

I could have quit football, but not physical education, which was re-
quired.  And don’t forget that one reason for going out for football
(among several) was to please Coach!  I didn’t want to please him just
to get him off my case.  I liked him and admired him.  The only problem
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was that he wasn’t satisfied by that—he didn’t just say, “Glad to have
you on the team.” He did say that, to my great pleasure, but then he
went on to demand more of me than I was willing to give.  A great way
to turn people off is to “encourage” them to do more than they want to
do.

This certainly wasn’t the only area of my adolescent life in which there
was a conflict that rested on wanting to be approved of and liked, a
conflict that led me to do things that caused errors in my self-image and
self-esteem, but satisfied (or would have satisfied if there had been no
conflict) other desires.  I was always aware of these conflicts, but I didn’t
really have any good ways of resolving them.  Finding those ways took
me another 30 or 40 years of messing around at random.

One of the things I was trying to get across with my example (aside
from the main one, which was reinterpreting an apparently beneficial
cause-effect situation in PCT terms) is that “helping” people doesn’t al-
ways help a whole lot.  Like the adolescent me, most people are already
in the middle of trying to fit their various goals into one coherent struc-
ture.  When you try to force them toward what seems like a worthy goal,
you inevitably cause conflict with other goals.  You become part of the
conflict situation.  Of course you’re trying to help, but you’re forcing the
person in a direction that person has probably already tried to go, or in
which that person has gone far enough to meet the goal.  If the person
hasn’t spontaneously gone farther in that direction, it’s because doing so
would violate other goals.  If you really want to help, you’ll help the
person find out what is keeping that person from achieving all goals that
look attractive, not urge trying for any particular goal just because, in
your life, it has proven to be worth pursuing for you or for others.  And
helping doesn’t mean urging people to go past their goals.

My life has been full of well-meaning people who just knew that I
could achieve great things of the kind they thought worth achieving.  If I’d
gone along with all of them, I would have been a physicist, a writer, an
athlete, a biologist, a neurologist, a cop, a teacher, a debater, a poet, a
gardener, an engineer, a playwright, and so on-but just one of these
things and nothing else.  Of course, I was smart, so I showed a little
aptitude in all of these directions.  But I was never into heavy competi-
tion—I didn’t want to be the greatest in any of those fields, or in general.
All you have to do is show a little interest in someone’s field, and that
person becomes convinced that you share the same obsession and wants
to do you the favor of helping you achieve fame and fortune in that
field.  People are really very generous in this way.  But they aren’t really
“helping.” They’re really trying to validate themselves, their own choices
of goals.

You say, “Coach was probably controlling for increased efforts be-
yond the ones players could make comfortably.  No pain, no gain.

Effortfulness.  Commitment.  Coach’s comments led to your raising the
gain.  When a player did this, his performance was probably close to his
potential.  Coach wanted each player to do the very best that he could.”
Probably something like that.  It’s a common viewpoint.  It’s also a nar-
row one, because what’s a person’s “potential”?  Potentially, I could
have been a great criminal.  Potentially, I could have become a Hulk
with deltoids like balloons.  I could have become a pro football player.  I
could have become one of the world’s great atomic physicists (at least
one of my classmates did).  People who see “potential” in you aren’t
considering your values, but theirs.  They’re also communicating, in a
not so subtle way, that they don’t think much of what you’ve done al-
ready.  David, you have great potential as a psychotherapist (if you’d
only just try a little harder).  How’s that grab you?

Rick Marken: Martin alluded to the potential value of a moderate level
of conflict.  Bill Powers agreed that some small amount of conflict might
help in some situations.  Bill says: “So I guess I agree with your con-
cluding remark: tension, conflict, and uncorrectable disturbance are
good, but not in excess.  I would figure something like five percent of
the range of control.  The rest of your reserve you would want to save
for affecting the environment.” I’d like to point out that Bill’s “five per
cent” figure is based on experimental evidence.  Nearly two years ago,
I stumbled on the fact that people can control better when the distur-
bance to a controlled variable is caused by the output of another control
system than when it is simply the result of causal processes.  I had sub-
jects do a tracking task where the disturbance (d(t)) was the output of a
low-gain control system that was trying to keep the cursor at the center
of the screen.  This control system was in conflict with the subject, who
tried to keep the cursor at another (“target”) location on the screen.  The
subject always “won” the conflict, because the opposing control system
had such low gain.  What I wanted to show was that the output of the
opposing control system would be dealt with by the human subject just
as a disturbance -as though it were simply drawn from a table of num-
bers in the computer, as usual.  So I did one tracking session with d(t)
generated by the opposing control system.  I also saved this d(t) in
memory.  Then I did a second run using the d(t) from memory as the
disturbance—the same sequence of numbers that had been the distur-
bance during the first run.  Performance (measured as RMS error or
stability or whatever) was always poorer with the replayed (or non-ac-
tively generated) disturbance.  This was a very surprising finding; it
was dubbed the “Marken effect”—which made my kids very proud.

Bill Powers discovered the explanation of the Marken effect.  It turns
out that it requires no changes in the PCT model, just the recognition
that there are transport lags in control systems (we rarely build trans-
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port lags into our simulations, but we should).  The “actively gener-
ated” disturbance (from the conflicting control system) acts a bit like a
spring, allowing dynamic stability and, thus, better control.  Once d(t)
is generated and replayed, there is no possibility of moment-to-moment
adaptation to the subject’s dynamics by the opposing disturbance.  Bill
(and I) confirmed that a control system with a transport lag (I forget the
value—I think 100 msec) exhibits the Marken effect, just as subjects do.

Bill suggested (and I confirmed) that you might be able to get im-
proved control in a tracking task if you add the output of a conflicting
control system to the “inanimate” disturbance in a tracking task.  The
gain of the conflicting control system must be low, of course, and the
optimal value of the gain produces output that contributes about five
percent of the total variance of the effective disturbance to the controlled
variable.  That is, if q = h + d (where q is the cursor, h is subject output,
and d is disturbance), then in the “improved control” situation, d = de
+ dc, where de is the regular environmental disturbance and do is the
added effect of the active output of a conflicting control system.  Add-
ing do to de improves control if do contributes only about five percent of
the variance to the variance of d.

So conflict can help people control—but the gain of the conflicting
system must be very, very low.  If the conflicting control system were a
person, he/she would be very unhappy, because he/she would always
be losing—he/she would not have any control of the variable he/she
would be trying to control.

So I heartily agree with Bill (again) that it’s probably best not to harp
too much on the presumed value of conflict; there is far too much inter-
personal conflict already, and .the kind of conflict that seems to be of
any value (like the kind in the Marken effect) requires that the gain of
one system be so low that people would never want to be that system
themselves; weak artificial control systems would.  Be best in that role.

Martin Taylor: Bill, I guess I went in an orthogonal direction from what
you had intended with your “Coach” story because it triggered things I
had wanted to get onto for some time.  But your response is also or-
thogonal to what I had in mind.

You have talked about reorganization as being a consequence of con-
tinued, sufficiently bad “intrinsic error.” As I understand “intrinsic er-
ror,” that would make reorganization a whole-system thing.  But we
had got so far last month as to agree that it had to be modular, and I was
working on the presumption that reorganization within a module (a
fuzzy module, not one with clear boundaries) would be occasioned by
the continued sufficiently bad failure of the module to satisfy its vari-
ous references.  Under those conditions, we don’t get a jittery and un-
predictable system that could do anything without warning, at least

unless the modules concerned are quite high-level.  Most of the hierar-
chy will still be quite stable.

I totally agree about the problems of social competition.  We have far
too much of it, and it is an article of faith for many in North America
that competition is good.  And I do believe that some level of competi-
tion is good.  Without it, we would have a super-stable non-evolving
society such as perhaps might have been in Europe before the Black
Death, or in Egypt under the middle Pharaohs, or in China for millen-
nia under the stifling civil service aristocracy.  Such a society is not ro-
bust against new challenges and does not react quickly to disturbances,
any more than does an undisturbed control system-I note your com-
ment about high-gain control in a tense situation.

Rick Marken: A private post from Martin Taylor made me realize that
you folks out there are too smart to let me get away with a mistake I
made in my description of the Marken effect.  I said that the conflicting
low-gain controller was trying to keep the cursor in the renter of the
screen.  This was not correct (although it was correct for the “improved
control” situation, where the output of a conflicting controller is added
to an environmental disturbance).  What I really did was have a subject
try to keep the cursor on target (near the middle of the screen) while the
conflicting controller tried to move the cursor back and forth randomly.
I made the reference input to the conflicting controller a smoothed, time-
varying random variable-just like the one that we ordinarily use for the
disturbance itself.

In his private post Martin said that he didn’t understand why the
conflicting controller created a disturbance.  Hopefully, my explana-
tion about the “varying reference” in the conflicting controller explains
this.  Martin, you are right-if the conflicting controller had a fixed refer-
ence, then it would not be contributing a varying disturbance for the
subject to counteract.  By varying the reference of the conflicting con-
trol system, the system varies its output to try to get the cursor to match
the reference—and since it has low gain, it does a poor job of it.  But its
varying output provides a nice disturbance to the efforts of the human
controller.  When this disturbance is replayed, the subject’s control is
poorer than it was when the same disturbance was actively generated,
often by a factor of two or more.

When the output of a conflicting controller was added to the distur-
bance in a tracking task (d = de + dc, where de is the regular distur-
bance and do is the disturbing output of the conflicting controller), then
I had the reference of the conflicting controller fixed.  I just realized that
this means that the variance of d will be slightly less than the variance
of de alone, so any improvement in control using d rather than de could
be attributed to the reduced variance of the disturbance.  I’ll have to do
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some more research to show that the improvement is due to the addi-
tion of de.  I think it is a result of adding dc, not just the result of lower
variance of d.  I think so because if you make the gain of the conflicting
controller too high, then there is the expected degradation of perfor-
mance that comes from being in conflict with another control system
—and when the gain of the conflicting control system is high, that con-
trol system is acting to reduce the variance of d considerably.  So there
is a performance decrement, even though variance of d is reduced.  But
I should do some more research on this.  I should be able to do the
necessary studies this weekend.  I’ll let you know how it comes out if
you are interested.  This is why I need graduate students, darn it.

Bill Powers: Martin, I think we agree that some low background level
of reorganization is a good idea.  To that, I could add that at the higher
levels, where we are on the leading edge of evolutionary development,
reorganization might be one of the main ways of groping for control.
When reorganization shuts down at the highest level, creative life is
finished.  I suppose I harp too much on conflict (for reasons with which
you evidently agree).  We shouldn’t forget that control can fail for other
reasons, such as confusion, or lack of skill or knowledge.  Simply devel-
oping the hierarchy is a massive job of reorganization.

Rick Marken: There is no escaping the fact that when the big guy cre-
ated life, he placed us squarely in the middle of a frustrating paradox
—we live by controlling, but we cannot control what is living.  Because
we are control systems, we cannot be controlled; and because we are
control systems, we cannot help trying to control.

PCT is a tough sell because people want to understand things so that
they can control better.  It is difficult to convince people that things will
go better (with other control systems) if they don’t control (or, at least,
control with a bit less skill).  Still, while PCT is a hard sell, I am now
convinced that it is very important to, if not sell it, at least make it avail-
able to those who might profit most from understanding it; i.e., every-
body.  Some people will resist these ideas-and even become rude and
unpleasant in their efforts to remove the disturbance.  But I think it is
our responsibility to at least put these ideas out in front of purple, in as
clear and convincing a way as possible, without compromising in order
to “sell” it.  Just give it a chance and understand that nasty replies or
reviews are not personal attacks, but the understandable efforts of other
control systems to protect principles and system concepts that they con-
sider important.

More than ever in my lifetime, it scams that the world is bound and
determined to solve its problems by controlling people.  It seems even
more insidious now, because this strategy is less obvious than it once

was—when we had clear-cut dictators like Hitler and Stalin using this
strategy to the chagrin of most civilized people.  Now, our enlightened
society thinks its problems come from the fact that we have let people
get out of control.  So the proposed solutions are more laws, more po-
lice, more jails, more regulations, more death penalties, and stricter moral
codes—control, control, control.  The idea that it might be this orienta-
tion toward control that is causing the problem does not even seem to
occur to most people.  I hear very little serious talk about programs that
would “empower people,” helping to give control: education, work train-
ing, child care, cooperative work programs, community centers, insured
medical care, etc., etc.

The only objections I hear to solutions that involve controlling others
come when controls are suggested for limiting competition; the goal
seems to be to have control over other people, unless this control limits
conflict.  This is a “kinder, gentler” society?

I think it’s worth it to try to help people understand their own nature
as control systems.  If people don’t want to understand it, then, fine, we
are no worse off than before.  But I think that the potential benefits of
understanding PCT outweigh the potential unpleasantness associated
with trying to teach it.

Joel Judd: There is still a feeling that religion tells people what to do;
there is a lot of prescriptivism to the Bible and other scripture.  People
in general, not just PCTers, often have an aversion to being told what to
do, even when it might save a life or prevent injury, for example.  How-
ever, I think that there can be some divergence at lower levels, but con-
vergence at higher levels.  In religion, this would relate to getting to
“Heaven.” But let’s use a more mundane example.  I’m getting a degree
in Education.  So is the guy down the hall.  But his five years have been
spent learning about and practicing counseling psychology, while mine
have been spent studying neuropsychology and teaching English as a
Second Language.  Yet we are both getting Education degrees.  We both
had to enroll, pass preliminary and final exams, submit a dissertation,
pay the fees, etc.  Yet none would say that we did the same things.  There
are requirements that everyone must fulfill, yet much leeway in how they
are fulfilled.

Returning to religion, I once read a comparison made by a church
leader between the seemingly “rigid” requirements of religion (Chris-
tian, in this case) and natural phenomena.  People balk at the idea of
“requirements” to get to a higher place (or perhaps they balk at the idea
that a man purports to know what these are-that’s another problem).
Anyway, he said that we shouldn’t be surprised that a God would place
requirements on us, as we can see limits placed on things all around us.
For example, water boils at 212°F (assuming we’re not trying to make
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cocoa on Everest, of course).  We can heat the water any way we want,
as long as the water’s temperature reaches 212°F.  Dancing around the
pot and chanting doesn’t work.

My basic question is-and this sounds familiar-why not high-level con-
vergence, and low-level divergence (ignoring for the moment the “who’s
going to decide which high-level values” problem)?

Rick Marken: What I was trying to say in my previous post is that
there is no way to make society better—that is, to control it—other than
by recognizing that society is made out of individual control systems
that work best (and, I believe, work together best-this is my guess) when
they are all able to control what they need to control; that is, when the
set of 250,000,000 simultaneous equations (for the U.S.) can be solved
for all of the unknowns (each equation’s controlled variables) simulta-
neously.  The PCT orientation is to help people control-and not judge
whether or not you think it is something they should control.  (Of course,
you can’t help making that judgement if their efforts to control interfere
with your efforts to control; when that happens you are probably run-
ning into the degrees-of-freedom problem—not enough resources avail-
able to allow everyone to control.  The PCT solution to the degrees-of-
freedom problem is not very original: population stabilization and non-
piggy resource usage.)

Greg Williams: Joel Judd says: “However, I think that there can be some
divergence at lower levels, but convergence at higher levels.  In reli-
gion, this would relate to getting to ‘Heaven.”’ But, speaking purely
empirically rather than normatively, it appears that there are wide di-
vergences in notions of “Heavens” and about whether getting to one of
them is desirable.

Bill Powers: The religious thing seems to be coming up again, with the
usual sniping between the True Believers and the Unbelievers.  It’s ob-
vious that the Unbelievers are not suddenly going to be converted to
Control Theory for Christ, and that the True Believers are not going to
switch from being believers to studying believers.  I don’t think that rail-
ing against a belief is going to advance PCT much, nor is blindly de-
fending any particular belief going to win the day.  Perhaps what we
might more profitably do is examine belief as a phenomenon.

Belief is a phenomenon worth studying, quite aside from what is be-
lieved.  What is most interesting is not just a single belief-there will be a
sunrise tomorrow—but a system of belief.  A single belief is usually de-
fended for rather simple reasons: it’s hard to find an alternative.  But a
system of beliefs is an elaborate thing that has the power to take over
the mind and shape every aspect of experience to fit it—perceptions,

goals, and actions.
In Perceptual Control Theory (PCT), and even more in Hierarchical

Perceptual Control Theory (HPCT), we attempt to build up a concept of
how individual human systems work.  In trying to learn and improve
this theoretical system, we have all come up against our own beliefs;
those who have spent years in conventional disciplines have often found
their private confrontations of the new with the old unsettling, painful,
and even costly.

It seems that simply growing up in a normal educational system, de-
voting oneself to study, learning what others have found, and meeting
the demands of one’s mentors is enough to allow systems of belief—or
of unbelief—to get a grip that is hard to loosen.  Consider the biologist’s
resistance to the concept of inner purpose.  When children who are to
become biologists do things on purpose, they take their own intentions,
hopes, wishes, and goals for granted: the main problem is how to sat-
isfy them.  But put them through the series of educational courses that
produces professional biologists, and they come out of it knowing in
their hearts that organisms are just biochemical mechanisms with no
purposes at all but survival to the age of reproduction.  And not only do
they “know” this, they believe it.  To say they believe it means that they
now consider their beliefs to be self-evident aspects of the world—not
beliefs, but facts.  They consider it their duty to inform the world of this
truth, to reinterpret the descriptions offered by the misinformed so they
properly acknowledge the purposelessness of life, and to deal with other
people and more particularly animals as if they had no inner goals of
their own.  And, of course, they conscientiously interpret their own ex-
periences so they fit the belief that purpose is an outmoded illusion—in
their speech, as least, if not in their actions.

This phenomenon of belief isn’t confined to biology.  People arrive at
firmly fixed belief systems about electron flow, quarks, continental drift,
natural selection, grammar, etiquette, construction practices, and proper
forms of music, art, poetry, and dancing.  If you challenge their beliefs,
they will defend them.  In most cases having to do with less material
beliefs, the ultimate defense is “I was raised to think that...” —and of
course that is true, although it doesn’t make the belief true.

Repudiating or even examining beliefs or unbeliefs is as much a so-
cial as a personal problem.  To examine a belief or unbelief closely is
already to devalue it slightly.  To doubt it is to doubt all the circum-
stances that led one to adopt it in the first place.  It is to question people
whom one has admired, respected, submitted to, and loved.  In effect, it
is to see the truthtellers of one’s formative years as liars, although of
course they were telling what they believed to be the truth.

To question beliefs or unbeliefs is also to question the reasons for which
one adopted, or once-and-for-all rejected, a belief.  A belief in the ability
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of one person to control another is not just an article of faith adopted
because of love for the teacher, or rejected because the teacher was un-
pleasant.  Believing in the ability to control others suggests all kinds of
interesting possibilities if one sees the chance of becoming one of the
controllers, and all kinds of horrifying possibilities if it looks as though
one will be among the controlled.  Beliefs are adopted or denied in part
because of what they imply about one’s ability to achieve other goals.
They are, or at least certain details of them are, expedient in furthering
one’s own interests.

And finally (although not exhaustively), belief systems are intertwined
with one’s self-esteem.  A scientist who believes in science above all
doesn’t hold this as an abstract belief.  Along with it goes the
consciousness that I am a scientist, that science is the best of all possible
approaches to life, and being a scientist is the best of all possible ways
to be.  And, of course, those who reject science and choose some other
belief system feel that they are among those living some other best-of-
all-possible lives, while scientists are either neutral or the worst of all
possible people.

The most serious conflicts that take place between people, and the
most difficult to resolve, are those that originate at the highest levels of
organization.  It is not systematic belief per se, nor systematic unbelief,
that produces the conflict, but the inability to step back and re-examine
a belief when it is confronted by a contrary one.  If the Jews and the
Moslems come into conflict over their divine destinies, the productive
thing for the Jew to do would be to say, “Wait a minute—my beliefs say
that this land is historically mine, and you seem to believe it isn’t, or
that it’s yours just as much as mine.  How strange—these beliefs can’t
both be true.  What’s going on here?” Of course, that isn’t what hap-
pens, because to most people a fundamental system of belief is to be
defended, not examined.  The defense, however, guarantees conflict to
the limits of brutality.

At the level of systematic belief, both principles and reasoning be-
come subservient to preservation of the belief system.  If you look at the
arguments against purposiveness in behavior that were advanced—and
thought rather clever—in the early parts of this century, you find el-
ementary logical errors and straw-man arguments that wouldn’t con-
vince a schoolchild if the subject were something else.  You find aban-
donment of principles of scientific detachment and objective argument
in favor of emotional attacks and innuendo.  The belief system justifies
these alternative uses of principle and reason, because, above all, the
belief has to remain true.  When you are defending something that is
above logic and principle, logic and principle must be bent to the higher
purpose.

I count belief and unbelief together as system concepts.  There is noth-

ing inherently wrong with either—if there were, we wouldn’t have
evolved the capacity to form beliefs or unbeliefs.  What goes wrong at
this level of organization is loss of the ability to alter the organization of
one’s belief systems to achieve harmony among all the different belief
systems necessary to a complete life—different belief systems inside one-
self, and different belief systems among different people.  I have not
identified yet a higher level of organization than system concepts, but
this might be entirely due to the fact that the currently highest level of
consciousness is never itself an object of awareness; one must occupy a
higher viewpoint to see that level as a level, an object of awareness, and
a subject for potential modification.  Even to speak of belief systems as
belief systems, rather than as truths, implies, intellectually, that one is
looking from a higher-level viewpoint.  But there reason speaks; if there
is no still higher level to which one can retreat, as there evidently isn’t
for me, the viewpoint can only be experienced as a ghostly sense of
something just outside the range of peripheral vision that eludes the
attempt to see it directly.

As I believe on all the evidence that I am not unique, I can only rec-
ommend that others who want to see belief systems as objects of study
try to see them that way, thus occupying, if not being able to describe,
this viewpoint from which one sees belief systems without identifying
with them.  To see them this way is not to accept or reject them, or to
make them seem less than what they are.  It is only to see them far what
they are.

Bruce Nevin: Job’s paradox, as paraphrased in Archibald MacLeish’s
verse play J.B.: “If God is God, he is not good;/If God is good, he is not
God.” Any superior intelligence, be it God or visitors in UFOs, cannot
control humans and humanity, but can only influence.  Bang!  Right
away, there goes occasion for fear of God or of any truly superior  intel-
ligence.

The principal method of influence is by suggestion.  An important
form of suggestion, whether explicitly in hypnosis or otherwise, is by
nonverbal example.  A possible PCT-paraphrase of the famous prayer
taken up by the 12-step groups: Let me have the reference perceptions
for controlling what I can control, for not trying to control what I can at
most influence, and for discerning the difference.

Another very important form of influence is by presuppositions riding
stowaway on agreements reached by more overt means, such as use of
language.  Sales techniques depend on this.  So does socially institu-
tionalized prejudice.  So do most social conventions; only a small, vis-
ible minority of social conventions are normally available for conscious
attention, those shibboleths that are overtly enforced.

Important among these conventions are those out of which we weave
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the fabric of personality and self-image.  I described some time back
research done in which a few practiced speakers recorded the same text
repeatedly, varying parameters of delivery and voice quality such as
nasality, pitch variation, speed, orotundity, etc.  Subjects evaluated these
on graded scales for polar adjectives like fat/thin, honest/dishonest,
and intelligent /unintelligent.  All subjects perceived them as different
people, and there was near unanimity in the judgements of the person-
ality attributes of those imagined people.

It is my belief that humans unconsciously control for such variables
in constructing a self-image for presentation to others.  Certainly this
must be so for choice of linguistic dialect; it appears to be so for a very
great deal more.  We unconsciously control our behavioral outputs in
ways that are consistently interpreted by others.  Some of this is social
convention; some of it is probably biologically innate (smiling when
pleased, as a family of gestures encompassing a range of such details).
The forced “toothpaste” smile of a model in some ads reads false and
might register pain and anger.  The Madison Avenue appeal might then
actually be to misogyny—whether the ad people know it or not.

We drop bait in the water and keep a watchful (but not consciously
acknowledged) eye out for rubbles.  We do this by deliberate ambigu-
ity.  There is a socially sanctioned interpretation of the interaction that
is admitted to awareness.  The other levels of meaning are available for
awareness, but we choose to ignore them.  I propose that this is the real
function of patterns such as those Eric Berne and his students describe
(games people play, games alcoholics play, scripts people live, etc.).
They’re not just to reduce anxiety by structuring time, as Berne sug-
gests.  They’re auditions, means of trying one another out for roles in
unresolved psychodramas.  They’re also opportunities for influence,
because they are marvelously suited for re-framing at various levels.  I
suspect that any competent and experienced therapist does just this at
least sometimes.

When I was at Penn in the ’60s, I heard a story about someone coming
across the Walt Whitman Bridge and paying for the car behind.  Maybe
the car following him got sidetracked to a different lane and the driver
paying extra didn’t notice, or maybe something more was intended.
The toll-taker might have started it out of pocket on a whim.  In any
case, the next driver who came up holding out his fare, on being told,
“The guy in front paid for you,” said, “What the heck, I’ll pay for the
guy behind me.” This reportedly went on for several hours before some-
one put his money back in his pocket.  This could be an urban legend,
though I have not heard it since.

Joel Judd: Bill says: “It’s obvious that the unbelievers are not suddenly
going to be converted to Control Theory for Christ, and that the True

Believers are not going to switch from being believers to studying believ-
ers.” In my case, I agree with the first clause but not the second.  I am
interested in believing, which is why I tried to formulate the conver-
gence/divergence question about belief, and why I framed it in terms of
my own experience.  The go-around last spring made it clear why some-
one is not going to suddenly switch belief systems, and that’s fine.  But
that polemic ended with the call to be more “scientific” and find ways
of understanding concepts.  Regardless of the belief, there should be char-
acteristics of control of concepts which can be examined just as control
of other perceptions.

Bill also says: “...a system of beliefs is an elaborate thing that has the
power to take over the mind and shape every aspect of experience to fit
it...  In trying to learn and improve...  we have all come up against our
own beliefs...” All the more reason to understand them.  Would it be
fair to say that even such objective topics as PCT are understood ac-
cording to these belief systems?  Obviously, I’ve been trying to fit it into
mine, and judging from the comments, so have/are others.

I think what I would find useful is the development of an efficient
way to get a handle on one’s beliefs and their influence on one’s actions
—a sort of placement test, if you will.  The method of levels has been
discussed previously as a way of getting at higher-level goals, at least
as far as one can recognize and verbalize them.  What about going the
“other way”?  Supposing that one’s belief about the nature and pur-
pose of language is X, Y, and Z, how does one begin to be aware of how
that system influences linguistic principles and the syntactic quirks one
controls for, and so on, in a way that can be useful both for potential
teachers and learners?  Ed Ford has explained several times how he
uses a procedure to help people become aware of what they’re control-
ling for, and how this helps empower them to improve important rela-
tionships and resolve conflict.  I am thinking that learning some things
requires even more detail in terms of the perceptual hierarchy-another
language, or adult literacy-there’s a lot involved in making such changes
in one’s life.  Obviously, such changes can be made.  But how might we
go about explaining such change in more detail?

Ed Ford: Bill says: “...  I can only recommend that others who want to
see belief systems as objects of study try to see them that way...  To see
them this way is not to accept or reject them, or to make them seem less
than what they are.  It is only to see them for what they are.” The prob-
lem for me is that to be properly studied, understood, and fully tested,
a belief system has to be checked out through experience.  As a Roman
Catholic, I have found great internal satisfaction over the years from
the standards I’ve set and the decisions I’ve made which have flowed
from my religious beliefs.  I know others who have left my church and
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established other beliefs.  Some have found satisfaction in their lives,
some have not.  I think the standards I’ve set based on my systems con-
cept, the choices I’ve made which reflected those standards, and, most
important of all, the satisfaction that comes from achieving the various
things for which I have controlled, are the real tests of systems of belief.
It is pretty hard to see this system as an object of belief if, in order to
validate it, you have to live it to test it.  I think a valid test of any sys-
tems concept is this: Does it respect the rights and beliefs of other living
control systems?  Is it enough to judge a system of beliefs just by how
others live it or by what it claims?

Perceptual Control Theory is a good example.  Much of the under-
standing I have of PCT comes from my application of it within my own
life, through my dealings with others, and through the success others
have made of their lives through their understanding and application
of PCT.  It has given others a whole new way of looking at their fellow
human beings and of respecting the worlds they know little about.  I
had to immerse myself in the concept and actively live it to really un-
derstand it.

Finally, we all have a belief system.  It would be hard for my own
view or systems of beliefs not to get in the way of those systems I’m
trying to study.  To me, the real test is when it is given a try, when the
rubber hits the road.  I guess it’s the same as when many of you create a
model of what you are thinking.  A model for me is when people with
whom I work attempt to find satisfaction by using a particular systems
concept, and, through using this system, they are able to deal success-
fully with conflict.  When people are functioning effectively, then what-
ever they’re using to drive their system should be given respect.

Rick Marken: Rick here, from riot central [Los Angeles, after the Rodney
King trial verdict was announced].  I spent the day at home today
—work cancelled due to “civic unrest.” Boy, are you social psycholo-
gists (and sociologists) missing some interesting interactions between
living control systems.

I am motivated to begin another thread on social control—but frankly,
I’m a bit shaken now.  Suffice it to say that I want to talk about the fact
that people don’t think they are controlling other people when they
are.  For example, I have heard it said that it is not a control strategy to
give people the option of working or living in poverty-it’s their choice.
I think this is disingenuous, and ultimately hurtful.  But it does sound
fair and humane—not like control.  Just like operant conditioning, re-
ally: you can press the bar or starve, it’s your choice.  We even can be
nicer and give you many ways not to starve besides pressing the bar;
what could be fairer?

Dag Forssell: Bill says: “The religious thing seems to be coming up
again...  Perhaps what we might more profitably do is examine belief as
a phenomenon.” He is suggesting that we go up a level.  I agree with
Bill that there is no difference between belief in what we label religious
areas and understanding in what we label secular areas.  I find Bill’s post
lucid and indisputable—it hooks nicely into my system of understand-
ing, that is.

Bill also says: “...  I can only recommend that others who want to see
belief systems as objects of study try to see them that way...  To see them
this way is not to accept or reject them, or to make them seem less than
what they are.  It is only to see them for what they are.” Ed then says:
“The problem for me is that to be properly studied, understood, and
fully tested, a belief system has to be checked out through experience.”
Ed, as I interpret your comment, you do not mean to object to Bill’s
statement as such, but to emphasize the practical difficulty of passing
judgement on some specific systems concept.  You clearly recognize that
both PCT and Roman Catholicism are systems concepts.  You appear to
me to support Bill’s post, but you also appear to go beyond it.

You bring up issues of testing and validation of a set of systems con-
cepts.  In this, you express a point of view that I think is a good subject
for discussion.  This systems concept debate will not go away, because
it is of great interest to many.  We are each attached to our individual set
of systems concepts.  It illustrates the upper reaches of HPCT, which are
of great concern to you and me and any others who try to learn from
HPCT how to better teach or lead or counsel people.

Ed, you also say: “I think the standards I’ve set based on my systems
concept, the choices I’ve made which reflected those standards, and,
most important of all, the satisfaction that comes from achieving the
various things for which I have controlled are the real tests of systems
of belief.” In my first reading of this, I understood you to say that sys-
tems concepts imply standards, and since the standards work and yield
a satisfying life, this validates the systems concepts.  However, I believe
this last part to be a mistake.

You might not mean the second part the way I interpreted it at first,
since you go on to say: “When people are functioning effectively, then
what ever they’re using to drive their system should be given respect.”
I think the interpretation that systems concepts validate standards (or
“My standards work, therefore my systems concepts must be true”) is
an unexamined assumption behind most of the systems concepts strife
we see in the world around us.

I want to focus this post on the standards.  Perhaps in that I am “go-
ing down a level.”

I would argue that the notion of validating or testing systems con-
cepts is a mistake.  It is not necessary, as you indicate in your last quote
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above.  I respect you as a thoroughly decent human being.  I can never
study, understand, and check out your belief system without living your
life from its beginning.  I do not want to, and it is not necessary.

To think that the standards validate a systems concept implies that
those standards that do the validation are unique to that systems concept
package (read “religion”).  This is the implication I perceive and am de-
bating.  Perhaps I am punching a big hole in the air.  That’s OK, too.

I sincerely believe that if there are five billion people on this earth,
there are also five billion systems concepts (of God and everything else).
To a PCTer, it is obvious that systems concepts are individually designed
by each person.

Just as we PCTers recognize that a diverse set of objects can with some
advantage be categorized as “chairs,” so a diverse set of umpteen mil-
lion individual systems concepts with some common, perhaps even
superficial, characteristics are called ‘Roman Catholicism.” Other sets
are called “Mormonism,” “Islam,” “Hinduism;” “Secular Humanism,”
“Atheism,” etc.  This is good enough for wars.

It seems impossible to understand another individual’s systems con-
cepts in anything more than the most cursory categorization, and then
we know that we really don’t understand very much.

The point I want to make is that many systems concept packages sup-
port the same standards.  Therefore, it does not follow that your systems
concept package is validated by the success of your standards.  I would
be content to say (I think) that your systems concepts are validated by
the simple fact that they are yours.  Your systems concepts are yours,
and that is enough.

It does make sense to advocate religious freedom and to declare that
any religious notion is acceptable, as long as it does not violate impor-
tant standards that have been agreed upon after more or less public
debate over tens of thousands of years (often in the form of wars).  If
indeed principles/standards/values are what count, and most people
on reflection and discussion will arrive at a similar set, it will not be
surprising that there is a great uniformity in that area between all reli-
gions.  In the course of history, many creative thinkers and founders of
religions have postulated different systems concept packages on top of
them.  The (same) principles/standards/values used to create a particu-
lar systems concept structure logically could be expected to be derived
from it.

It is also possible that a principle taught or experienced “on the way
up” is remembered and used “on the way down” without being explic-
itly recognized as part of a system of concepts.  We experience a lot as
we grow up in our families, which stays with us as principles /values/
standards without deliberate connection with, reflection on, or support
by our religious beliefs.  The idea that systems concepts imply stan-

dards does require a deliberate effort to think things through.  This
should not be taken for granted!

It seems to me that the common inclination (if there is one) to validate
your own particular systems concept package by the effectiveness of
the (common) standards leads to some very unfortunate side effects.

The idea that the systems concept package is validated to be (rigid,
objective) truth sets the stage for fruitless discussion, fights, and wars,
since anyone who looks can see that the other guy’s systems concept
package is false.  (Heretic is the word, I guess.  Death to heretics!!!)

Religions as systems concept packages typically include whole su-
perstructures of baggage in the form of miracles and explanations which
at one time probably were designed to sell the packages to illiterate,
ignorant people and keep them in check.  Some of this creates unfortu-
nate standards which prevent people from functioning well.

I have my systems concepts which flavor my interpretations.  If a God
created the Big Bang (today’s news), fine with me.  I do not recognize a
God that can hear me.  I think a pastor who tells people from the pulpit
that if they can pray together in His name to put Jello gelatin “salad” to
good use in their bodies—and they believe it—is doing these ignorant
people a great disservice.  Of course, they can pray for healing on Sun-
day.  I have heard enough of this, as our family attended church regu-
larly a few years back.  We no longer attend.  To me, this is part of the
baggage that I personally object to as creating misleading and damag-
ing standards.  But then, as Ed says: “It would be hard for my own view
or systems of beliefs not to get in the way of those systems I’m trying to
study.”

These packages may include some principles/values/standards that
are not only misleading, but deny people rights we as Westerners take
for granted.  As Ed puts it: “Does it respect the rights and beliefs of
other living control systems?” Consider women’s rights under Islam.
Since Islam is true, validated by the satisfaction of Muslim men, how
can you question those things?  By going “down a level” and recogniz-
ing that the systems concept is nothing more than a construct in your
mind.  It is not truth.  There is no truth to be had anywhere.  It is all
subjective systems concepts.

I have bared a little of my prejudices here.  Everyone has their own.
The point is that, as I see it, the debate on creation has nothing to do with
standards; miracles don’t matter.  A lot of the things we fight over in
religion, between religions, against religion, and for religion do not
matter; they are not essential to justify the principles/values/standards that
do matter.

While I looked at my bookshelf of Thomas Jefferson materials, I was
reminded of The Five Thousand Year Leap, by W. Cleon Skousen.  This
book by a constitutional lawyer and scholar spells out the 28 principles
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which the American founding fathers considered as they formed our
government (a systems concept!!!).  It is very clear from this book that
the American constitution is based in large measure on the political
writings of Marcus Cicero, which were well-known to our founding
fathers, not on the Judeo-Christian tradition, as we are told often by
some religion salesmen.

A nasty thought crosses my mind in regard to some of these sales-
men.  To paraphrase Hitler’s information minister Goebbels: “A point
of view repeated often enough becomes the truth.” Perhaps Goebbels is
another historic figure who clearly anticipated William T. Powers.  But
Solomon said, “There is nothing new under the sun.”

About systems concepts: PCT shows us plainly that all of  our behav-
ior is designed to create or (much more often) recreate perceptions we
want.  From the lowest motor control perceptions to the highest sys-
tems concept perceptions.  We perceive that which we want to perceive.
At the systems concept level, you can rephrase that to say we make
come true that which we want to be true.

Five billion people are controlling to confirm that what they already
individually know to be true continues to be true.  Progress takes place
only when people experience an error signal with regard to a system
concept, where it fails to explain or satisfy.  Then, a person is open to
consider alternative principles which will adjust the existing system of
concepts to a new, revised one.

It has been a few centuries since one person claimed to have and have
read all books; to know all knowledge.  Today, it is impossible to know
it all.  Ignorance is the rule.  The only question is one of degree and area.
I am comfortable knowing that I am ignorant in vast areas of knowl-
edge.  This recognition makes for a sense of wonder and makes it easier
to be open to new information in all areas.

Ed Ford: Dag says: “...  many systems concept packages support the
same standards.  Therefore, it does not follow that your systems concept
package is validated by the success of your standards.  I would be con-
tent to say (I think) that your systems concepts are validated by the
simple fact that they are yours.  Your systems concepts are yours, and
that is enough.” I think you are looking at this in a linear way.  My sys-
tems concepts level is my highest level, out of which I create a set of
standards, criteria, or principles which form the guidelines for the deci-
sions I make.  So far, this is all theoretical.  The real test for anything is
when the rubber hits the road.

When I teach, I believe all of my students should be treated as fairly
as I humanly can.  At the same time, I have established a standard within
that “fairly” framework that limits the time for individual explanation
or debate with one student during classroom time, which, if lengthy,

would deprive other students of needed instruction or role play
experience.  The decisions I make and the consequent actions I take
with individual students are constantly monitored by me as I compare
what I want to the variable I’m trying to control, namely the student/
teacher interaction variable.  So it isn’t the standards as such that are or
are not successful, but rather the entire behavioral process within my
system as it evolves during my class.  So it isn’t whether the standards
in and of themselves (or as they relate to the systems concepts) are
successful, for they can’t be measured independently of the entire
behavioral structure that is the operational living control system.  Rather,
it is our whole system operating as a continuous process.  This involves
a whole bunch of things that are all interlaced, interactive, and
interrelated, each being a part of the whole process.  I might have to
adjust my systems concepts (as when I learned PCT), or change a few
standards, or alter specific goals or decisions, or change my approach
to controlling the variable, perhaps by dealing in a more effective way
with the various obvious and sometimes unforeseen disturbances.
Systems concepts are validated not because they are mine, but because,
over a period of time, I have found satisfaction and fulfillment through
controlling and closing perceptual errors using specific systems concepts
as reference signals.  This is the real test of any systems concepts, I would
think.  This is where real success is measured.  Establishing systems
concepts, setting standards, and making decisions is only a part of this
process.  It also involves being able to control for the right variable at
the right time, dealing with both foreseen and unforeseen disturbances,
and learning to “listen to and deal with” our reorganization system,
while at the same time contending with other conflicting reference
signals and principles, both within our own system and in the various
systems around us.

You also say: “Religions as systems concept packages typically in-
clude a whole superstructures of baggage in the form of miracles and
explanations which at one time probably were designed to sell the pack-
ages to illiterate, ignorant people and keep them in check.  Some of this
creates unfortunate standards which prevent people from functioning
well.” Concerning the use of my own faith as an example, I promise
you, I’ll not do so again.  As a person who, at the tender age of 65,
believes in a personal and loving God, in prayer, in miracles (I actually
witnessed one), and in spiritual growth, I can assure you my standards
have not prevented this illiterate and ignorant person from functioning
well.  As to keeping me in check, my wife Hester and my children have
been trying to for years, but with very little success.

Rick Marken: I think I have been making the mistake of sounding like
I believe that people can control other people—and shouldn’t.  What I
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mean is that people try to get other people to act as they (the would-be
controllers) want.  Of course, the controller is not really controlling; but
the controller is acting as though he/she can control (and it looks enough
like control so that people imagine that it can be done).  The fact is, of
course, that if you really try to control someone (make them do behav-
ior X, no matter what), then you are simply placing yourself in conflict
with that other control system.  Most of what passes for social control is
just social “influence” (manipulating a side-effect of control, for example
by disturbing a controlled variable).  When the controller becomes im-
placable (because the controllee fails to continue being influenced), then
you get problems.

Bruce Nevin: Rick says: “Of course, the controller is not really control-
ling; but the controller is acting as though he/she can control (and it
looks enough like control so that people imagine that it can be done).”
This is complicated by the fact that people try to make and maintain
social arrangements for cooperative action.  This has the effect of people
acting as if they were being controlled.  The precursors of this are pretty
basic in animal behavior, I think.  Act in a predictable way around ani-
mals, and they get used to you.  Act unpredictably, and they go on alert
and can get quite upset.  Social arrangements for cooperative action
require predictable behavioral outputs of the participants, as though
the participants were being controlled by one another or by the social
arrangement itself.

On another tack, the other day I saw some books by Georges Bataille.
In a pair of books with a title something like “the unbearable share,” he
(says the cover blurb) develops the notion that the converse of utility is
at the root of social arrangements and culture.  First, the paradox: on a
utilitarian theory, in which X is justified by its utility for the sake of Y,
the whole must be ultimately based on something that is useless.  This
neatly parallels the lack of reference perceptions (I almost typed “rever-
ence perceptions”) above the highest observable level of the perceptual
hierarchy.  He builds up his theory on the notion that useless things like
potlatch, conspicuous consumption, and eroticism are more fundamen-
tal to culture and history than control of the means of production, etc.

Greg Williams: As I’ve said before, PCT isn’t a single-edged cutting
(through the crap’) implement.  Mapping out others’ control structures
using PCT techniques (particularly the Test for Controlled Variables)
can be preliminary to manipulating the activities of those structures, as
well as to “empowering” them.  I hope some other PCTers will admit
how effective PCT tools could be in the hands of the “predict-and-con-
trol” folks, and quit burying their heads in the comforting sands of

verbalisms like “there are no social control systems.” (True, but not very
comforting when you realize that Big Brother might prefer to let you go
on controlling as you wish, but with skewed premises.  And how does
Big Brother decide on which premises to skew?  One efficient way is to
learn about parts of your control structure by applying the Test for the
Controlled Variable.)

The last time I brought up this issue, Bill Powers suggested that such
manipulations in the light of (partial) knowledge of what others tend to
control for are doomed to be “short-term” only.  But Bill said that “short-
term” could mean many years.  Ulp!

Rick says: “Me fact is, of course, that if you really try to control some-
one (make them do behavior X, no matter what), then you are simply
placing yourself in conflict with that other control system.” What I am
getting at above is that it is possible (to a degree, and certainly within
limits), by using the Test, to reduce conflict with another’s control struc-
ture while manipulating that structure to want what the controller wants
and not what the structure would have (hypothetically) wanted in the
absence of the controller’s manipulations.

Dag Forssell: Ed, you say: “So it isn’t the standards as such...  for they
can’t be measured independently of the entire behavioral structure that
is the operational living control system.” I agree with you.  The stan-
dards certainly fit in a framework.  They are at the 10th of 11 levels in
the HPCT structure, as presently defined.

You say: “Rather, it is our whole system operating as a continuous
process.  This involves a whole bunch of things that are all interlaced,
interactive, and interrelated, each being a part of the whole process.”
No argument here.

You say: “I might have to adjust my systems concepts (as when I
learned PCT), or change a few standards, or alter specific goals or deci-
sions, or change my approach to controlling the variable, perhaps by
dealing in a more effective way with the various obvious and some-
times unforeseen disturbances.” You are describing the HPCT hierar-
chy and noting that you carefully consider how it all ties together in
order to function well.  We are in perfect agreement.  The careful con-
sideration is an important point.

You say: “Establishing systems concepts, setting standards, and mak-
ing decisions is only a part of this process.” Yes, only the three highest
levels.

And you say: “It also involves being able to control for the right vari-
able at the right time, dealing with both foreseen and unforeseen dis-
turbances, and learning to listen to and deal with’ our reorganization
system, while at the same time contending with other conflicting refer-
ence signals and principles, both within our own system and in the vari-
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ous systems around us.” As I read you, you are describing the essence
of the “behavior of perception” in a dynamic environment, and noting
how reorganization fits into the picture when normal operation is not
enough to control the error signals.

As near as I can tell, we are in perfect agreement—in part because I
have learned from you.  Since each of us has our individual construct of
HPCT in our own head, we will never have quite the same concept of
HPCT or anything else, or the same way to explain or think of it.

I still feel that it is more fruitful for human interaction to focus on
principles/values/standards as a subject of discussion, and I would like
to point out that unless I have misunderstood you, this is precisely what
you do when you ask a counseling client, “What are your priorities?”
You don’t ask, “What is your understanding about life?” or “What are
your beliefs?” or “What is the meaning of it all?” The systems concepts
are a very large network of understandings.  It is unmanageable to ques-
tion systems concepts directly in therapy.  You would get trapped in a
labyrinth and never get out.  The standards are both more relevant and
more accessible.

I grant you that the person might look into his/her systems concepts
to answer the question, “What are your priorities?” But perhaps not;
the problem might be that the person has not spent much time to inte-
grate a set of systems concepts, depending instead on fragments of prin-
ciples/values/standards as taught by and absorbed without delibera-
tion from parents, peers, siblings, teachers, etc.  Perhaps your question
about standards requires the patient to think about the systems con-
cepts deliberately for the first time in a long time and create some.  You
teach PCT, which provides a good framework for that process, without
being (or appearing to be) offensive to whatever pre-existing systems
concepts the person might have.

I read into your post another aspect of your therapy: If the person
does not know how to solve a problem (program and sequence levels),
even with newly considered (reasonable) standards, the system does
not work.  It is an integrated whole!  Then you have to teach how to
solve a problem, starting with one that has a chance of success.  Eventu-
ally (hopefully) the person learns to function better at all of the (inte-
grated) levels.

Many things have come together to shape my systems concepts.
Ever since Luther gave Gustavus Vasa an excuse to grab all of the

Catholic gold in Sweden in 1523, Sweden has had a Lutheran state
church.  From first grade through junior college in the public school
system, I had two lessons a week in “Christianity.” In the later years, it
amounted to “comparative religion.” I was introduced to the basic te-
nets of all the major world religions.  This is conducive to thinking of
them all as systems concepts—with malice toward none, with charity

for all—and seeing that one of the major purposes of religious teaching
down through the ages has been character education: teaching stan-
dards, so that people can function well.

In science and engineering, I have understood since high school biol-
ogy that the only way into the human nervous system is through the
nerve endings of the various senses.  With this perspective, it is clear to
me that it’s all perception.  I did not need Bill Powers to make that a
part of my systems concept.  PCT suggests one way to imagine the spe-
cifics.  Whether it is done on one level in one massive neural network or
in 99 levels of hierarchy is immaterial to the basic premise: it’s all per-
ception.

In the past year, I have read Thomas S. Kuhn’s The Structure of Scien-
tific Revolutions.  It could just as well also be titled The Structure of Reli-
gious Revolutions.  Kuhn makes it abundantly clear that to understand a
system of concepts, you must internalize that particular set of concepts.
When you have done that, you will see and understand the world
through the eyes of those rules, that “paradigm.” If it works for you (at
least reasonably well), you make it your truth and defend it against all
comers.

I have a tape by Marilyn VanDerbur which includes a quote from
Joan of Arc.  Joan has been offered her life and liberty if she will only
take back what she has said; deny what she believes in.  Says Joan: “The
world can use these words, I know this now.  Every man gives his life
for what he believes.  Every woman gives her life for what she believes.
Sometimes people believe in little or nothing, and yet they give their
lives to that little or nothing.  One life is all we have.  And we live it as
we believe in living it, and then it is gone.  But to live without belief and
purpose, to me is more tragic than dying.  Even more tragic than dying
young.”

A few years ago, I read Bertrand Russell’s A History of Western Philoso-
phy and enjoyed the TV series “The Day the Universe Changed,” by
James Burke.  It is clear to me that many systems concepts, explaining
the world around us, have been used, lived by, and died for down
through the ages in Western Civilization.  It is also my perception that
many of these still are in use, handed down through different religions,
cultures, and oral traditions.

I think that to say, as Ed says, “...  we discover...  the true outcome of
being human in a real universe” is another way of saying that our sys-
tems concepts (the creation of realities in the right way) are validated
by our ability to function well, which is Ed’s point in the first place.  If
we develop a reasonable set of systems concepts and reasonable stan-
dards to go with them, then we will function well in the Boss Reality.
To wit: If we have adopted standards for a good diet, we have a better
chance of maintaining health than if we depend on Jello and prayer.

3534



Let me mention that I am in no way against prayer.  I think, rather, that
it is the atheist who refuses to engage in introspection and quiet dia-
logue with himself /herself, as an anti-religious posture, who loses out
on that deal.  It is the ignorant dependence on Jello that saddens me,
and that is a question both of systems concepts in regard to the under-
standing of nutrition, and of standards in applying the knowledge.

To say that it is all perception seems ridiculous to a person eating
breakfast.  The world is real enough.  Indeed, in millions of experiments
since we came of age, we have hardly ever failed to touch an object as
intended.  The reality is palpable.  We grab the cup.  The coffee is hot.

A few months ago, Gary Cziko posted an experiment, which I have
adopted.  (Thanks, Gary!) Ask a person, while seated, to cover one eye
and push on the other while gazing across the room.  All that happens
is that the image moves sideways a little.  Then ask the person to stand
up on one leg.  Challenge the person to remain standing.  Repeat the
experiment.  The point is that our senses are so well calibrated that we
fail to notice the difference between the actual and the perception of the
actual.  But the moment we push on the eye—a sensing instrument—
the difference becomes obvious.

At a higher level, I have adopted Ed Ford’s discussion of the concept
of wife.  It is quite fun to tell the story of how Christine and I met in a
whirlwind of fun, and, after three weeks, I said: “I love you, do you
want to be my wife?” She answered: “I love you, I want to be your
wife!” My concept of wife was based on seeing my mother slave away
in the kitchen, taking care of six kids.  Christine’s concept of wife was
based on seeing her mother shopping in London once a week, with the
household handled by six servants.  How long was the marriage likely
to last?

So far, we have shown that it’s all perception at the lowest levels and
at the intermediate levels in the hierarchy.  Why should anything be
more than perception at the highest level?  How could you possibly build
certain truth on a foundation of uncertain perceptions?  No, it’s all per-
ception; all the way up.

Since the dawn of human experience, people have no doubt tried to
make sense of their experience, to suggest systems concepts which can
explain.  In the realm of human behavior, among those many concepts
are (1) that God makes us do what we do; (2) that our Soul makes us do
what we do; (3) that impressions of our environment (accumulated and
presently impinging on us) make us do what we do.  Then there is (4)
HPCT, which says that our purposes in comparison with the environ-
ment make us do what we do.

Through loud shouting matches on this net, we know quite clearly
that HPCT is not compatible with the environmental behaviorism S-R.
S-R is purely a machine concept, directly at odds with the notion of

God or Soul.  We do not mention that PCT is also not compatible with
the idea of any one particular concept of God or Soul as objective truth or
Boss Reality.  It’s all perception.  However, the concept of God or Soul is
quite compatible, I think, and perfectly respectable as an individual
person’s personal systems concept.  All that is required for compatibil-
ity in every direction is for an individual to recognize and acknowledge
that it’s all perception.

As organisms, we learn only from experience.  Our only source of in-
formation is the intensity (or energy) signals we experience from our
nerve endings.  With a head start in the structure our genes have in-
structed for the biological machinery, we construct an understanding
of those experiences in our nervous systems.  One advantage we as hu-
mans have is the spoken and written language.  By way of language,
we can share the experiences of others and thus accelerate and multiply
our individual experiences.  Still, this all has to enter through nerve
endings.

Ed, I do not mean to pick on you, but by way of your own example: If
Ed has read or been told about a miracle, that is a perceived experience.
If Ed has personally witnessed a miracle, this is a perceived experience
just the same, subject to Ed’s perceptual capability and interpretation.
Ed does the perceiving through nerve endings and construction of an
understanding in Ed’s mind in either case, and both are subjectively
real to Ed.  No one has any business questioning Ed’s reality.  It is his.
As I said in my previous post, I think it is obvious that there have to be
five billion individually constructed systems concepts among five bil-
lion people.

PCT requires a lot of reorganization and takes a long time to grasp,
because it provides a complete perspective which is not really compatible
with many of the systems concepts people have used with various suc-
cess since time began.  Things will be much easier 50 years from now,
when PCT is taught in elementary school and all the way up.  (Unless
fundamentalists catch on and object, of course).  When that happens,
the world will be a better place for our grandchildren.  That is worth
living, working, and dying for!

In the meantime, I believe that discussion of particular systems con-
cept elements as truths is pointless, but that it can be very fruitful to
focus on the standards which have a much greater universality and di-
rect impact on the functioning of an individual control system.  (They
are, after all, one level closer to where the rubber hits the road).

It’s all perception!

Rick Marken: I think this discussion could be cleared up for me a bit if
Ed or Dag could tell me what the word “standards” means in this con-
text.   I think of standards as specifications—so,  for me, “standard” is a
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synonym for reference level for perceptual variables.  Ed and Dag
seem to be using the word “standard” to refer to a type of perceptual
variable (like a principle or system concept).  What do you mean by
“standards”?

Dag says: “...  one of the major purposes of religious teaching down
through the ages has been character education: teaching standards, so
that people can function well.” Are they teaching you how to perceive
“standards”—like “thou shalt not X, and thou shalt not Y are examples
of standards, kiddies”?  Or are they teaching you where to set your
references (standards) for certain variables that the church assumes you
can already perceive—like “I know you can perceive many different
gods, but you better set your reference for perceiving YHWH as numero
uno, or fry, bubby”?  I think that Dag meant that religions teach stan-
dards in the second sense: “set your reference for these perceptions here,
or else.” Is this correct?

I would suggest that religions do try to teach people where to set
their references for certain perceptions.  I think this is not a good way to
help people function well—in fact, it is just about the worst thing you
can do to many people.  It would only help if (1) everybody perceives
the words in the same way, (2) everybody uses words exactly the same
way in describing those perceptions (so that everybody knows an
“abomination” when they see it), and (3) everybody lives in a world
that produces exactly the same disturbances for everyone, so that cer-
tain reference settings are always the right way to correct for distur-
bances of higher-level perceptual variables.  I think it’s safe to say that
the probability of any one of these conditions being met is close to zero.
The probability of all three being met is thus zero times zero times zero
equals zero.  This is my estimate of the probability of religion being a
reasonable solution to the real-life problems of any individual living
control system.

But it’s worth a try.
Dag goes on to say: “If we develop a reasonable set of systems con-

cepts and reasonable standards to go with them, then we will function
well in the Boss Reality.” I would rather say that what we develop to
function well in Boss Reality are control systems.  We develop means of
perceiving and of influencing the perceptions such that they are con-
trollable.  Unquestionably, there are ways to perceive and act that make
control impossible; the solutions we develop for controlling our per-
ceptions are constrained by boss reality.  I must, for example, learn to
exert forces on the steering wheel that bear a particular relationship to
my perception of the angle between my car and the road’s center line in
order to control that angle.  But there is not a “right” way to set the
references for that force, since the amount I exert depends on continu-
ously varying disturbances acting on the car.

Dag’s statement implies that there are “reasonable” ways to set refer-
ences (if standards mean references) for perceptual variables.  If this is
what he means, then I must disagree.  Reference settings depend on the
goals of higher-level systems and on disturbances to the variables con-
trolled by those systems—there is no one “reasonable” setting for refer-
ences at any level of the hierarchy.  There can’t be—and imagining that
this is so can lead to internal conflict, interpersonal conflict, or self-de-
struction (I think that’s what happened to Joan of Arc—lack of willing-
ness to adjust a reference to control another variable.  She imagined
that there are absolute references.  That’s her choice, of course, but as
for me, give me liberty or let me outta here).

Dag says: “To wit: If we have adopted standards for a good diet, we
have a better chance of maintaining health than if we depend on Jello
and prayer.” Maybe, maybe not.  “It’s all perception,” and all you do is
control perception.  If you can control the perceptions you need to con-
trol with Jello consumption, then it’s fine—chance has nothing to do
with control.  You either control the perception or you don’t-and you
reorganize.  If prayer works to control the perception you are trying to
control, then great—if not, not.  No chance involved.

If one eats vegetables to increase their chance of living longer, then I
think they are controlling an imagined perception.  If one eats vegetables
to feel better—and they feel better when they do eat veggies and worse
when they don’t—then they are controlling some perception or other,
and that’s fine.  Some people eat steaks and wash it down with a whiskey
to successfully control the same perception.   There are many ways that
can (and, because of Boss Reality, sometimes must) be used to control
the same perception.  I think it’s just important to be sure one is
controlling perceptions and not just imaginations, because the
perceptions could be getting out of control behind one’s back.

Yes, Dag, it is all perception.  But we have to live with the fact that we
want some of those perceptions to be a certain way.  We want to control
them.  And to do that, we have to be able to develop systems that will
take into account the constraints of our own nature (the fact that we are
controlling many perceptions at the same time) and the constraints of
Boss Reality.  And a control system only works (controls) if it can vary
its output to compensate for disturbances to the controlled perceptual
variables.  These outputs are often references for lower-level perceptual
variables; so the last thing you need in an effective control system is a
“pegged” output-one that does not vary.  A control system that believes
that there is only one reasonable output (reference) value for another
control system is, to my way of thinking, nothing but a big
problem-whether that control system exists within our own hierarchy
or in someone else’s hierarchy.  Control systems that think that there is
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just one “right” reference value for a perceptual variable are the control
systems that really need to learn PCT!

Dag Forssell: Rick asks: ‘What do you mean by ‘standards’?” I have
tried very hard to make the connection to the principle level.  The word
“value” is in there too.  To Ed, it is at the level of understanding and
belief, if I understand him correctly.  I think it belongs at the principles/
standards level, if it belongs at all.  It signifies a judgement as to what is
important among the things you understand /believe.

Rick says: “I would suggest that religions do try to teach people where
to set their references for certain perceptions.  I think this is not a good
way to help people to function well—in fact, it is just about the worst
thing you can do to many people.” As I have talked to you and have
read your posts for a long time, I have gotten the impression that you
think that “people will do what they will do,” regardless, and that, as a
fellow human being, you have no business influencing them.  You did
admit to me once that you just might have influenced your kids along
the way.  How?  Did you, perchance, teach them where they might prof-
itably set their reference perceptions, so that they might function bet-
ter?  Dr.  Spock told a generation of parents to leave their kids alone,
and let them do whatever they pleased.  I suppose those kids earn the
highest incomes and have the happiest marriages now.  Surely they must
function well,, since no one tried to “control” them when they were
little.  I think that just about the only thing that separates humans from
other animals is the ability to suggest reference perceptions which the
young can adopt because they choose to.

Greg Williams recently commented on the tendency of PCTers to bury
their heads in the sand when it comes to “social control.” Influence is a
form of social control, for sure.  Why be afraid of it?  Influence is for
real, and it is important.  The world is not populated only by well be-
haved, adult, PCT-academics, who object to being “controlled” by oth-
ers.  To pretend that positive influence through teaching “standards” or
“principles” is (1) impossible or (2) bad is a cop out.  Parenting, man-
agement, teaching, leadership, and counseling are about that.

When you make an earnest effort to help people manage themselves
better, because they have hired you for that or because they are your
kids, you are faced with the real question of how to influence them posi-
tively and effectively.  You cannot duck and talk theory alone, but it
sure helps to have a good one.  You cannot afford the time and confu-
sion of dealing with everything all at once.  You have to figure out a
good place to start.  I know of no better application of PCT and set of
suggestions on that subject than in Ed Ford’s book, Freedom from Stress.
Have you read it?  Ed shows how to question people so that they will
reason with themselves, but he also suggests and teaches.  Ed is a mas-

ter of positive influence.
I have wanted to try on the net my thought that the level of principles

is key, and the suggestion that there are some well-defined, universally
acceptable reference perceptions or “standards” that have worked well
for a lot of people over time.  Character education is, I think, a very
useful form of “social control” that is vitally important, no matter where
it comes from.  Of course, it is also important that this same character
education is not misused, as historically has been the case in many times,
religions, places, and cultures.  Greg might call it a double-edged sword.
But the total absence is a disaster, for sure.  That is why I think it makes
a good subject for discussion.

Joel Judd: Rick says, regarding religions telling people where to set
their references for certain perceptions: “I think this is not a good way
to help people to function well...  It would only help if (1) everybody
perceives the words in the same way, (2) everybody uses words exactly
the same way...  (3) everybody lives in a world that produces exactly the
same disturbances...” I think it functions very well if a religion has a
“do all you can for others but be responsible for yourself” ethic at its
roots.  In this way, you try to point out to someone what kinds of things
have worked for you and others, but you do not force them to act in
your image.

The thing about principles that I think gets confusing sometimes is
the distinction between how we label the principle and what we do that
we interpret as reflecting it.  I don’t think there is anything wrong with
telling someone, “Don’t lie! It’s bad.” But there is always someone (in-
variably someone older and “wiser”) who asks, “But what if the Ge-
stapo is knocking at my door asking if there are any Jews in my base-
ment?” Here we have a particular experience—not a common one, by
the way—where I have no problem telling the officer ‘No.” But that
doesn’t make lying good!  And my three-year-old certainly doesn’t un-
derstand when I tell her, “Look, mistruths are generally not good, and
telling them will contribute to a type of character most people don’t
appreciate, so you should always tell the truth, except when your mother
asks you if her green hair is beautiful, or your friend asks you if her
dying Mom is going to get better, or the Gestapo knocks at your door...”
Besides proposing standards for people to follow, religions also usually
provide guidelines against which to check your personal interpretation
of the standards.

We all teach standards to others, whether we consciously recognize it
or not.  Being grown-ups and knowing so much about everything, it’s
sometimes tempting to let the benevolence in us make us reluctant to
teach the things that really do bring happiness to people’s lives, in the
name of not infringing on their “rights” or “freedoms” or “autonomy”

4140



or whatever.

Bill Powers: Rick says: “Control systems that think that there is just
one ‘right’ reference value for a perceptual variable are the control sys-
tems that really need to learn PCT!” And Dag says: “Greg Williams
recently commented on the tendency of PCTers to bury their heads in
the sand when it comes to ‘social control.’ Influence is a form of social
control, for sure.  Why be afraid of it?  Influence is for real, and it is
important.” Influence is not control unless you (1) insist that your in-
fluence have a particular effect on the other person, and if it does not,
(2) apply whatever means is necessary to make sure it does have that
effect.

Influences should be thought of as disturbances.  That is, you can
perform an act that by itself would alter the other’s perceptual world if
it were the only influence.  But you realize that you can’t determine the
outcome of that act in the other person.  We tend to use the same word,
influence, for the act we perform and for its effect, just as we do with
the word “disturbance.” Setting an example is an influence, in that it
presents a situation to another’s perceptions.  But it doesn’t necessarily
have an influence, in the sense of altering the other’s way of behaving.
Even if it does alter the other’s behavior, that change might be simply a
way of counteracting the influence, and will disappear as soon as the
influencing act ceases.  Of course, what we hope for is a more or less
permanent change in the other’s way of doing things—but that result
comes from the other person’s way of dealing with and understanding
the influence.  We can’t make it happen from outside that person.  So
it’s important in using the term influence to distinguish between the act
we perform that’s intended to have an effect, and the effect that actually
results or doesn’t result.

Parents influence their children by (for example) advice, commands,
example, demonstration, and story-telling.  Children generally being
eager for new experiences and not being very sure of themselves in
situations beyond their capacities, they normally latch on to these in-
fluences and adopt from them whatever fits their growing organiza-
tions.

If, however, they don’t adopt some of them, or reject some of them,
the parents might then resort to punishments and withholdings as ways
of trying to make their influences have the desired (by the parent) ef-
fects.  Then we get all the ills that result from concerted attempts to
control other control systems.  The children learn, in protecting them-
selves from direct external control, how to satisfy the parents’ refer-
ence levels and thus remove the pressure.  They learn to lie, dissemble,
conceal, misrepresent, pretend, and otherwise give the impression of
compliance while internally isolating themselves from their parents.

They become, in short, alienated from the adult world.  Of course, a lot
of the children simply buy into the system and save themselves all that
trouble.

Social influence is not social control.  But it’s hard to learn how to
influence (act on) other people while accepting completely that they
will not be influenced (be changed) if that is their choice.  When we
exert influences on other people, hoping for some change in their be-
havior that’s to our own liking, it often happens that there’s no visible
result.  What do we do then?  If we just try harder, we’re falling into
controlling another person, or trying to.  If we give up, we haven’t
achieved what we want.  It’s hard to find the middle ground, where we
give it a good try but on detecting serious resistance give a higher prior-
ity to respecting the other’s will as much as our own.

I’m not saying that one should never try to control other people.  If a
kid runs out in the middle of the street, we whisk the kid to safety by
whatever physical means is required.  If we’re being mugged, we do
whatever is required to protect ourselves or those we care about.  Not
everyone goes around respecting other people’s wills.  We can’t just
pretend that everyone in the world subscribes to the same system con-
cepts.  Well, we can, but it’s not always wise.

What really counts is our understanding of human nature.  If we
understand that all people are basically as autonomous as we are, then
we wouldn’t want to encourage a system in which autonomy is ignored
or overridden by force as a matter of policy (the present most popular
system).   With that understanding, we try to deal with others in a way
that encourages them to understand things the same way, and to realize
that if they want to continue being autonomous, they have to support a
system in which autonomy is generally accepted as a fact.   Once you
see that basic concept, you understand the problem we’re trying to solve
in our social interactions.   There’s always a conflict between what we
want other people to do and what they want to do.   If we begin by
respecting the will of others as much as our own, there are certain kinds
of resolutions of the conflict we will avoid using as long as possible.  We
will spend more time trying to find clever ways to satisfy all of us, and
less time plotting how to get our own way regardless.   It seems to me
that that would be a pretty nice world to live in.   I’d like to persuade
others that it’s worth a try.    But of course I can’t control them into
doing so.

Rick Marken: Dag says: “As I have talked to you and read your posts
for a long time, I get the impression that you think that ‘people will do
what they will do’ regardless, and that as a fellow human being you
have no business influencing them.  You did admit to me once that you
just might have influenced your kids along the way.  How?  Did you
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perchance, teach them where they might profitably set their reference
perceptions, so that they might function better?” I want people to be
able to control their own perceptual variables as skillfully as they can
without interfering with the ability of other people to control their own
variables.  To the extent that one can help another person (or child) to
control more skillfully, that is great.  I don’t care what people want to
control (as long as in doesn’t interfere with what I want to control), I
only want them to be able to control it.  My motto is: a control system in
control is a control system that’s a pleasure to live with (unless that
control system is trying to control you or the things you want to con-
trol, relative to different reference levels).

If we take the hierarchical control model seriously, then I don’t see
how anyone could possibly know how to tell another control system
“where they might profitably set their own references for their percep-
tions.” This doesn’t mean that I would not suggest a reference (or force
the results that would be produced by having that reference) under cer-
tain circumstances.  The classic example is “wouldn’t you tell your kid
not to run out in the street?” You bet your sweet bippy I would (and
did), and I would physically haul them back out of the street if they
were in it—different references or not.  But I certainly wouldn’t say that
what I am doing is suggesting a profitable reference setting for the kid.
I’m suggesting ways that the kid might want to control the perception
of getting hit by a car.  If I could (which the model says I can’t anyway)
get the kid to have as a reference “don’t run into the street,” then what
happens when the street is empty and is the only refuge from a group of
bike riders barreling down the sidewalk?  Sometimes the “running into
the street” reference is good to have set at “yes.”

And that’s my point; the HPCT model says that there just cannot be a
right or profitable setting for a reference signal; reference signals must
be able to vary due to disturbances from the environment or the actions
of other control systems.  What is a good reference setting in situation A
will be a bad one in situation B.

What is important in the HPCT model is not the particular setting of
any reference (even the higher-order ones that you call standards), but
the fact that references vary as part of a closed loop that produces con-
trol of perceptions.  Of course, the HPCT model could be wrong, and
there could be a right set of references at some or all levels.  But I’d need
some evidence before I reject a model that seems to work so well at
making detailed, quantitative predictions of behavior.  As it sits, the
HPCT model rules out the possibility of “correct” references-except
where “correct” is defined as that setting of the references that leads to
actions which, when combined with prevailing disturbances, produces
control.  And this just means that “correct” is going to change all the
time (sometimes you must run into the street, sometimes you must not

—if you want to control other variables).
Dag also says: “I think that just about the only thing that separates

humans from other animals is the ability to suggest reference percep-
tions which the young can adopt because they choose to.” What hu-
mans (and other animals) teach their offspring is how to control, not
what level to keep a particular perception, no matter what.  I suppose
part of teaching control is suggesting references for a perception (“try
to bring your arm farther back on the backswing”), but I think the learner
is just exploring the ability to vary that perception as a means of con-
trolling others.  What a good teacher teaches is how to control—not what
to control, no matter what.

And Dag says: “Influence is for real, and it is important.  The world is
not populated only by well-behaved, adult, PCT-academics, who object
to being ‘controlled’ by others.  To pretend that positive influence
through teaching ‘standards’ or ‘principles’ is (1) impossible or (2) bad
is a cop out.  Parenting, management, teaching, leadership, and coun-
seling are about that.” I’m not saying that teaching “standards” is im-
possible.  I’m saying that if people actually adopted fixed standards,
they’d be dead in the water; they would not be able to control higher-
level variables.

I can’t help thinking that I am “well-behaved” because I have pretty
good control of the perceptual variables that I need and want to con-
trol.  I have to believe that most of those who misbehave are doing so
not because they haven’t learned about “right” reference levels for cer-
tain perceptions, but because they can’t control much at all—let alone
what you might suggest as the profitable things to control.  Society has
been trying to make people “well-behaved” by teaching them values,
good “standards,” etc.  for centuries.  But there are still plenty of misbe-
having people, especially in places where people have the least ability
to control their own perceptions (due to lack of education, money, skills,
resources, etc., etc.).  (I have noticed very little serious misbehavior in
Beverly Hills; and I hear that Dag’s town, Valencia, is a very safe place.
Is this because the people in these people have learned the correct “stan-
dards”?  I think it’s because they have excellent control of what they
need to control-and not such hot standards sometimes).  I believe it is
lack of control that you perceive as misbehavior, not lack of “good stan-
dards;” and I find it mean-spirited and coercive when people claim that
the solution to “misbehavior” is getting people to learn better values
(standards).  How condescending; where is Charles Dickens when we
need him?  I think “teaching standards” is just that of tire religion again;
it’s certainly not HPCT.

As for influencing my own kids—of course I want to influence them.
But what I really want is for them to be skilled controllers, able to deal
with a world filled with unpredictable disturbances that do not allow
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for inflexibility and simple solutions.  I want them educated and loved
(so that they can learn with poise).  I don’t know how to teach control;
but I know it’s not by teaching the “right” references.  One thing that is
involved is a respect for the fact that the kid is the only possible system
that can know when its references are set properly; it’s when there is
minimal error at all levels of the hierarchy.  My kids are (so far) splen-
did control systems; that’s all I ask.

Dag says: “Character education is, I think, a very useful form of ‘so-
cial control’ that is vitally important, no matter where it comes from.”
And I say: forget character education.  To the extent that you are in the
position to do so, teach people how to control (and keep a good supply
of degrees of freedom available for allowing that control—i.e.,
prevent overpopulation) and you will end up with a bunch of very nice
characters.

It’s all control.

Ed Ford: Concerning standards: Each of us has perceptions of how
things ought to be, found at the systems concept level.  In order to con-
trol for these perceptions, we each set for ourselves certain principles or
standards that reflect those concepts and will become the basis upon
which we make our decisions.

It seems to me that we set standards for ourselves and in cooperation
with others (such as in a home, a community, or within an organiza-
tion) all of the time.  We also insist that others live by the community
standards we set, or else we try to control those who refuse to volun-
tarily follow our standards.  We teach our children cooperative stand-
ard-setting with others as the most sensible way to live in harmony.
That is why we have communities filled with all kinds of standards,
called laws.  We as communities and families have certain values, and
we set certain standards within the home or community that reflect those
shared and agreed-upon values.  We also teach our children how to set
their own standards, and, just as important, we ask them to explore the
down-the-road consequences of the standards they’ve set.  This I’ve
called teaching responsibility.  I define responsibility as the willingness
and ability of people to follow standards and rules and, ultimately, to
set their own, without infringing on the rights of others.

I’ve done group therapy with juveniles quite extensively in various
types of settings (mostly schools and correctional facilities).  The ju-
veniles are there because of their refusal to obey the standards of the
community in which they live and also for having violated the rights of
others.  I think the purpose of group therapy is to teach those skills
which lead to satisfying lives, including learning the skills for making
and maintaining satisfying relationships, as well as the skills for becom-
ing a self-sufficient, self-supporting, responsible human being.

The real issue for me is what is the most efficient and effective way to
teach these skills at home or in various social settings.  Since I am really
only an influence, I have found that the best way for me to work with
others is to first find out if the living control systems with whom I am
dealing (1) want to deal with me, and (2) have reference signals having
to do with improving their lives.

I have a close friend who has a 17-1/2-year-old son who lives at home,
doesn’t work, gets up at 6 p.m.  and goes out until 5 a.m., is involved in
stealing, etc.  My friend is running a real conflict, where one reference
signal is pulling toward throwing the (sometimes violent) kid out of the
house, but there are two other reference signals: one that wants to avoid
physical and possibly violent confrontation, and another signal
demonstrating a great deal of love for this child.  He also has several
other reference signals, which include harmony with his wife (who is
all for throwing the kid out of the house) and another that involves
maintaining the standards for harmonious living within this home.  That
child is not willing to change his life style and is unwilling to deal with
either his father or myself.  It’s very nice to control for what you want,
but when it runs against the prevailing standards of where you live or
work, then you have to live with the eventual consequences of your
decisions.

The way I teach others how to use their control systems is through
asking questions.  I find little difficulty with the people I work with
(including corrections) to get people to move up one or more levels.  In
fact, as soon as I get my clients to list their areas of importance to me
(systems concepts level) and have them prioritize those areas in terms
of importance, that’s when I find therapy really gets going.  As they
begin to identify the areas of conflict (conflict between two reference
signals at the highest order), evaluate what area they want to work on
or where they would most likely succeed, and set the kind of standards
for the area where if they were able to accomplish their goals it would
them bring satisfaction, that’s when they seem to find some relief.  When
they say they feel better, what there really saying is “I think I can now
figure out a way for making things better in my life.” Obviously, the
real proof is when they begin to succeed.

With regard to standards within social organizations: Most, if not all,
organizations and communities have set standards, and you have to be
willing to live with those standards, or you leave (or don’t join).  There
are many belief systems that say that if you want the perceived benefits
of being a part of us, and you want identify yourself with us, then you’ve
got to accept our beliefs and abide by the standards we’ve set that re-
flect those beliefs.  And I think that’s fair.  I’ve joined several or-
ganizations whose standards were such that I left the organizations.
Others I have remained with, the Control Systems Group being one.
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Sometimes we set standards that just involve ourselves.  I’m a very
strict vegetarian, yet I’ve never tried to impose these standards on my
wife or children.  I have certain standards in other areas of my life.  I
figure the way I live my life is the best influence I can provide to others.
One thing for sure, I’ve learned not to try to impose my beliefs and
subsequent standards on others.

It’s all perception, but we’re responsible for our own.

Dag Forssell: Halfway up the HPCT perception ladder, a person might
agree with Ed Ford that a husband and wife will have different concepts
of “wife,” but human nature being what it is, there will be an intuitive
tendency to say: One to one against does not count.  I know my Boss
Reality.  I know what a wife is (sort of), and I will continue to use that
information.  After all, mine is the only percept I have access to.

When we come to a miracle, the natural tendency, given a long his-
tory of perceiving in a certain way, is to say: It might look like a billion
to one against to me, but I know my Boss (Reality), and nobody is going
to take it away from me.

It goes against all intuition and apparent dependability of our basic
senses to say “it’s all perception,” but it is the only conclusion I can
defend, given my perceptual constructs.  I think that when a person
recognizes and acknowledges this, the person is more free to reorga-
nize (without internal conflict), to respect his/her fellow humans (com-
plete with individual perceptual constructs), and to promote a better
social order with more degrees of freedom for all.

There is a Boss Reality.  Our challenge is to perceive it as effectively
and accurately as we can, while recognizing that this is all we can do.
The Boss Reality does place constraints on our degrees of freedom.  I
perceive that HPCT provides an effective (and as accurate as can be had
at present) perception of the Boss Reality of our minds.

The question of how to control well with maximum degrees of free-
dom for all will quickly demand attention to issues of influence, “social
control” if you will, the principles or “standards” we live by, and the
quality of information in all corners of our Hierarchical Perceptual Con-
trol Systems.

Rick says: “Reference settings depend on the goals of higher-level
systems and on disturbances to the variables controlled by those
systems-there is no one ‘reasonable’ setting for references at any level of
the hierarchy.  There can’t be-and imagining that this is so can lead to
internal conflict, interpersonal conflict, or self-destruction...” That there
is no one “reasonable” setting for anything at any level might be quite
valid.  Is that a reason to never discuss any suggested settings at the
principle level?  I believe a lot of people abstain because of the uncer-
tainties.  Your reading of Joan of Arc differs from mine.  I read her as

saying that she was willing to die for her references, not that they were
absolute.  Self-destructive?  Sure!  But in the long run, we all live and
ultimately die for what we believe in-hopefully, of old age.  What do we
believe in?  HPCT!

Rick also says: “Control systems that think that there is just one ‘right’
reference value for a perceptual variable are the control systems that
really need to learn PCT!” The name is Dag Forssell.  I am indeed trying
to learn!

Bill says: “Influence is not control unless you (1) insist that your influ-
ence have a particular effect on the other person, and if it does not, (2)
apply whatever means is necessary to make sure it does have that ef-
fect.” I appreciate this help at sorting out definitions.  I find it a difficult
subject.  But important to any practical use of PCT.

Violence and social control are bad.  Influence might be OK, but we
don’t much like it either, because it smacks of control.  The lines of de-
markation get fuzzy.  If a wife is unable to influence her husband, even-
tually she can exercise social control in the form of divorce.  If an em-
ployer is unable to influence an employee to be productive in the line of
business the company is in, then he will have to influence the employee
to seek other employment.  Some will call it (mistakenly?) social control
or even violence.  Personally, I have been laid off and have quit.  It is a
natural consequence of my own and my employers’ requirements for
degrees of freedom.  But there surely is a lot of unnecessary waste, vio-
lence, and social control in business.  Neither employers nor employees
are effective in their control.  You find conflict every place you look.

It seems to me that the absence of appropriate influence leads a per-
son to fail to develop the good information content required for good,
effective, satisfying control.  I continue to be interested in influence as a
constructive activity.  It is difficult to deal with.

We must show how to apply HPCT for the satisfaction of all.  Infor-
mation offered must tie into what people already (think they) know.  It
must offer something of immediate interest, address some dissatisfac-
tion or error signal people have, or it is of no interest.

Rick Marken: I have my references for “standards,” just like everyone
else.  If asked, I would say I like people (including myself) with high
levels for what I perceive as honesty, integrity, responsibility, and so on.
It’s difficult to talk about “standards” without having an idea of what
constitute “good ones.” So I suggest that we move this discussion from
a discussion of standards (just one type of perceptual variable) to the
model that supposedly informs our understanding of human nature.  1
might prefer particular system concepts, standards (principles),
programs, etc.—i.e., I might have a collection of references which can,
over time and variations, be perceived as a particular “ideology.”
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That’s just me—my system that grew up over the last 46 years.  I’m not
interested in pushing my whole ideology, just one component of that
ideology: a model of human nature called HPCT.

So, what I believe in (as far as this audience is concerned) is a
spreadsheet!  The three-level spreadsheet hierarchy described in one
of the papers in my book, Mind Readings, captures what I believe is the
basic functional organization of a human being.  Some things are
missing —like the reorganization system.  But this model gives a good
picture of my image of an organized (grown-up) purposeful adult.  One
nice thing about this model is that it is all numbers.  The numbers that
are perceptions are functions of other numbers—the functions define
what is perceived.  Numbers are nice, because people don’t care that
much about them.  The perception numbers at level 2 of the model, for
example, could be representations of the degree to which some standard
(like “honesty”) is being perceived (in the spreadsheet level two
perceptions are actually functions of linear combinations of intensity
perceptions).  The spreadsheet has four control systems at three levels;
the reference for the highest-level systems are fixed (they are numerical
constants), but they could be changed randomly by a reorganizing
system.   The model acts to keep all of its perceptions matching all of
its references.    So the level 3 systems adjust the references to all level 2
systems (changing the reference numbers) so that the level 3 perceptions
are maintained at the reference levels.   The spreadsheet does this even
when you change the environmental variables (also numbers) on which
the controlled perceptions are based-that is, it controls a hierarchy of
perceptions in the context of changing environmental disturbances and
in the context of the changing control actions of all the individual control
systems.

If you give names to the numbers at each level of the hierarchy, then
things can get personal.  For example, if you think of system 1, level 2 as
controlling a perceptual “standard” called honesty (as one means of
controlling the higher-order perceptions, which might be called “sys-
tem concepts”), then you have to say that the system is varying its refer-
ence for honesty to control whatever perceptions are being controlled
by the higher-order variable.  This is why I say I don’t think that there
can be fixed references for any perception-it’s not because I’m pushing
moral relativism or personal autonomy or libertarianism.  The only thing
I am pushing is the PCT model (and I can envision it best and see it
working best in the spreadsheet implementation, because I know what
the numbers mean; I know this is not the easiest way for many people
to visualize the model, but it does have that one nice feature: it doesn’t
hit any emotional buttons).

So I suggest that when we discuss these big philosophical issues, we
try (to the extent we can) to relate them to what we actually know—the

HCPT model.  HPCT is a real, working model, and many aspects of it
have been tested and passed with flying colors.  There are many aspects
of the model that we don’t understand (like how it could perceive some-
thing like “honesty”), and many things that will surely need to be added
or changed as a result of research (Greg’s suggestion that higher-order
outputs might influence lower-level parameters besides references in-
puts, for example).

I think if we talk about functional organization more, and specific
perceptual variables and their references less, we might get a better idea
of what HPCT is about.  The words (and the fact that people are them-
selves control systems with their own references for standards and
whatever) can really get in the way.  HPCT is HPCT—it’s not liberal-
ism, radicalism, libertarianism, judaism, mormonism, monotheism, etc.,
etc.  It’s a functional model that explains (purportedly) why people be-
have according to any of these principles.  The model is a bunch of num-
bers that are functionally related to other numbers.  It doesn’t say what
it is “best” for those numbers to represent.

If there is any “value system” implied by the HPCT model, it is just
that the model should work—i.e., it should be able to keep all of its
perceptual numbers equal to all of its reference numbers.  Anything
that prevents the model from doing that is something that should be
“fixed.”

When Dag says that there might be “right” levels for certain percep-
tual variables (“standards”), what I hear is the claim that “I can set one
of those level 2 reference numbers to a constant in the spreadsheet hier-
archy, and everything will work even better—the only thing that I have
to do is find the right number.” Well, I know that that is not true—quan-
titatively: it is not true of numbers in a control hierarchy.  If you believe
that those numbers are a representation of perceptual variables and that
things like honesty are perceptual variables, then I leave the conclusion
to you.

But I am open to any model-based (and research-confirmed) evidence
that there are right constant values for variables in the HPCT model.  I
mean, HPCT is my ideology, but it is open to test (that is one nice thing
about numbers).

Greg Williams: I find much appeal in the recent posts by both Dag
Forssell and Rick on standards and PCT.  It seems to me that Rick’s
viewpoint, with PCT (“all perception/all control/all numbers”) in the
foreground, addresses the issues in a general manner, while Dag ad-
dresses some particulars.  I can see the validity of both in their special
provinces—but I think everyone must beware of being overly provin-
cial.

From an examination of the histories of the diverse ethical systems
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which have flourished around the world at various times, ethical
contextualism (rather than either relativism or absolutism) might be the
best model.  The nasty connotations of ethical relativism are apparent
when the issue is framed as: In this society, you’re trying to tell me that
anything goes (makes sense, fits in, works)?  Obviously (“obviously!”)
the way we upstanding citizens do it is what is best!!!  The nasty conno-
tations of ethical absolutism are apparent when the issue is framed as:
Why don’t those people in that other society do it the way we do?  Obvi-
ously (“obviously!”) our way works, and so it should work for them,
too!!!

An ethical contextualism offers a middle road, recognizing that, within
a particular context (sometimes quite broadly defined—i.e., we’re all
human), there are certain standards which do “work,” but also recog-
nizing that if the context is different, those standards might cease to
“work.” Most tribes, I have read, refer to themselves as The People,
which emphasizes their distinctness from others who aren’t The People.
That insularity, rooted in ongoing personal confrontations with a par-
ticular context, makes great sense up to a point.  Then the conquerors
come along, of course, and try to impose a new ethics (no more infanti-
cide, etc.) and a new context.  If the new ethics precedes the new context
(and probably even if it doesn’t), there is a great likelihood of pain.

Personally, I would like to see more recognition that individuals’
contexts are much more variable within our own society than many
people like to admit, and so there are grounds for ethical pluralism
(e.g., in attitudes toward abortion as influenced by economic status).
Yet I understand that there is a perceived need to restrain such pluralism
in hopes of keeping “us” (e.g., U.S.) “together” in the face of
“challenges” (mainly “foreign competition,” it seems, these days) from
“outside.”

So I can see the cases for local (sometimes very local—and possibly
very ephemeral, too) “absolute” standards and for the contextuality of
all of those standards, seen more globally.

It’s all contextual.

Rick Marken: Dag Forssell says: “That there is no one ‘reasonable’ set-
ting for anything at any level might be quite valid.  Is that a reason to
never discuss any suggested settings at the principle level?” The change
in the height of a column of water depends on the volume, not the mass,
of an object that is placed in the water.  Is that a reason never to discuss
ways to bring the water level to a particular height by suggesting set-
tings for the mass of the object to be added?  I think the answer to your
question is another question: What do you consider to be a waste of
time?

Ed Ford says: “Each of us has perceptions of how things ought to be,

found at the systems concept level.” These are called references; they
define what we ought to be perceiving.  These exist at all levels in the
model, not just at the systems concept level.  We have references for
how much pressure to feel on our fingers, and how much like a fist our
hand configuration should be in, and how rapidly our hand configura-
tion should be changing.

Ed also says: “It seems to me we set standards for ourselves and in
cooperation with others (such as in a home, a community, or within an
organization) all of the time.” This is the crux, I think.  We care about
“standards” because they often determine lower-level actions that might
influence the variables controlled by other people.  I think Greg picked
up on this in his suggestion that “ethical contextualism (rather than rela-
tivism or absolutism) might be the best model ....  An ethical
contextualism offers a middle road, recognizing that within a particu-
lar context (sometimes quite broadly defined—i.e., we’re all human),
there are certain standards which do ‘work; but also recognizing that if
the context is different, those standards might cease to ‘work.”’ Yes;
and the important context is other control systems.  My spreadsheet
model has to be expanded to two (or more) hierarchical systems simul-
taneously working in the same environment of numbers (degrees of
freedom).  I think you would find that these models would quickly run
into conflict if their higher-level (level 3) systems were controlling for the
same variables relative to different reference levels.  There would al-
ways be less conflict at the lower levels because the references for those
levels can be changed by the higher-level systems that see that there are
lower-order errors.

Actually, I think I will do this modeling effort; but my intuition is that
the only way to solve the problem of multiple interacting control sys-
tems, operating in the same environment, is to align the references for
the highest-order systems that are controlling the same perceptual vari-
ables.  I wonder if the solution would be found automatically (through
reorganization), or whether there needs to be a system that actually
perceives that there is conflict and looks for a cooperative solution.  I
think the former might work.

So I think it’s possible that alignment of higher-order references might
be a natural consequence of being reorganizable hierarchical control
systems.  Of course, the values at which these systems get aligned are
not necessarily determined—just as long as they are aligned.  I think
this is why we see such remarkable differences in cultures.  There are
remarkable differences between cultures in terms of system concepts
like marriage (polyandry, monogamy, polygamy, etc.), and they all work;
apparently because everyone buys into that reference.  Of course, once
pressures lead individuals to shift references (our society seems tacitly
moving from monogamy to serial monogamy—largely as a result of an
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unpredictable disturbance; people are living longer), conflicts between
control systems increase, as would be expected until the group is able
to “realign.”

It’s highly unlikely that any society will align on a system concept
that demands really “bad” standards like murder.  There are standards
that are self-correcting (the people who aligned on the system concept
that demands murder would be quickly eliminated from the pool of
control systems).  Note, by the way, that most societies have aligned on
system concepts that make it perfectly OK to murder the members of
other societies.  But that’s getting into more substance than I think is
appropriate.  Back to models.

Greg says: “It’s all contextual.” OK, I’ll buy it.  How about another:
It’s all interacting control systems.

Bill Powers: Rick pointed out that “desirable standards” are not refer-
ence levels, but variables.  It’s easy to show that they are variables just
by finding words to indicate other states than the states one automati-
cally assumes for them (the states one likes best):

“courage”: bravado, foolhardiness
“conviction”: stubbornness, prejudice
“generosity”: profligacy, gullibility
“kindness”: bleedinghearted sentimentality
“helpfulness”: nosy do-goodism
“honesty”: bluntness, cruel candor
“honor”: hubris, egotism, bushido
“justice”: revenge, brutality, litigiousness
“tolerance”: naivete, permissiveness
“sound use of time and talents”: working for someone else
“freedom of choice”: abortion as belated contraception
“good citizenship”: supporting the war
“the right to be an individual”: offending everyone
“the right of equal opportunity”: the right to sleep under a bridge

The problem with lists like these is that they define only dimensions
of perception (variables), but, by implication, they specify some par-
ticular state of the variables that is “best.” The right level for one person
is too much for a second and not enough for a third.  The right level for
today and this person is the wrong level for tomorrow and someone
else.

Even the perceptions that go with the words are different for different
people.  When a manufacturer supports the “Right to Work” act, a labor
union opposes it, because the words mean one thing to the manufac-
turer and another to the union.  When an inhabitant of South Los  An-

geles asks for the right of equal opportunity to work at rebuilding the
wreckage, a white construction worker objects because it will deny him
or her equal opportunity to make a buck doing the job at a higher wage.
Freedom of choice is an empty promise for a person without the means
of implementing any choices; for others, it’s an excuse for maintaining
segregation and shielding themselves from contamination by the rabble.
A “sound” use of time and talent means, to some people, not wasting
your time on fripperies like music and art and theorizing, but devoting
your efforts to maximizing (somebody else’s) profits.  To a lot of people,
honesty means that it’s OK to cheat the IRS or a business rival, but not
to cheat me.

The names of standards refer to things that are not words, but are
shifty attitudes that vary with circumstances.  All that makes sense of
any kind of standard set to any momentary level is the system concept
under which it is adopted.  I thought that Ed Ford’s recent discussion of
standards hit a lot of nails on the head.

I also thought that Rick’s statement hit a nail on the head: you can’t
set a reference signal to a constant value and expect the higher systems
to go on working properly.  They work by varying lower reference sig-
nals, not by picking one setting and sticking to it.  This isn’t “moral
relativism”; it’s simply recognition that the system concepts that orga-
nize and use principles are more important than any particular prin-
ciple, or any particular state in which to maintain a given kind of prin-
ciple.  Moral rules followed blindly and implacably can generate the
cruelest of all human aberrations.

The only reference signals (and perceptions) that can’t be changed
freely as required by higher levels are system concepts.  And the only
reason we can’t vary our reference signals and perceptions at that level
with complete freedom is that there seems to be no place to stand ex-
cept another system concept-if there is a higher viewpoint, it’s impos-
sible to put into words or systematize.  If there’s free will, the only place
it can work is at the top, because everything else is dependent and in-
terconnected.  And even at the top, we’re free only to be human.

Rick Marken: A public reply to a personal note from Ed Ford: I know
no one whose standards I admire more than yours.  I think you and I
have similar ideas about what constitutes an admirable individual.  I
think we run into a problem with these damn words.  That’s why I like
models, I guess.  They let us back away and just look and see how they
work.  I think you are able to do this with real people better than 
nyone 1 know.

Chuck Tucker: Rick, I just could not resist this: By what standards do
you determine that you “like” Ed (or anyone, for that matter)?
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I think this is a problem too: There is no “good” reason that anyone
should like anyone else, but some of us do.

I think what we need is to submit these notions that we (or you) are
putting in this model to a test.  Devise an experiment that might be able
to determine that a person is using a standard with regard to another
within the confines of a particular act (this, by the way, was an assign-
ment to my class; no one was able to do it even after reading HPCT all
semester).

I think we (really I) must remember that this model (HPCT or PCT) is
one which is developed out of engineering and seems to apply quite
well to artificial systems that can be built, and to living control systems
up to level three.  There is some information from a variety of studies and
other experiences of we who are using this model that it is useful for
explaining or understanding or comprehending behaviors.  Don’t mis-
understand me—I firmly believe that this model will work better than
any one that I know of—but I realize that it still needs extensive testing.
I have not done the work that is required, and I have not seen it done by
anyone else, but I believe it can and will be done.

Don’t you agree?

Rick Marken: Chuck Tucker says: ‘Rick, I just could not resist this: By
what standards do you determine that you like’ Ed (or anyone, for
that matter)?” I don’t know.  But the fact that we like and dislike any-
thing suggests that control is going on.  I think it is very difficult to
verbally describe all of the perceptual variables that are involved in
‘liking a person;’ let alone the reference levels (standards) for those
variables.  If you mean what principle perceptions do I have relative
to Ed that I feel are close to my currently prevailing references for
those principles (as I sit here at the keyboard and try to describe them),
then I think of things like “family”—I like the principles I perceive as
exemplified in Ed’s relationship to his family.  I like the principles I
perceive in Ed’s interest in and understanding of PCT.  Again, these
are just words; you would get a better sense of what I’m talking about
if you could have my perceptions and my references for those percep-
tions.  Short of that, you could do an informal “test” to see what level
of the “family” principle I like to perceive, e.g., by describing people
who exemplify different levels of that principle.  I admit, for example,
that my “liking” for JFK went way down when I heard that he was
regularly unfaithful to his wife.  You would have to do a lot of testing
to figure out what principles were violated for me-for example, my
liking for JFK would go right back up if I found that this behavior was
done with his wife’s consent.  My own impression is that what is vio-
lated (for me) by JFK’s infidelity is a reference level for a particular
perception of “respect for other people,” not a reference level for “who

to sleep with when you’re married.” But there was some reference for
a “standard” (can’t we call it a principle as it was originally called?
This use of “standard” really confuses me, because it sounds like a
reference level) that was violated.

Chuck also says: “I think this is a problem too: There is no ‘good’
reason that anyone should like anyone else, but some of us do.” I think
the only reason we do anything is to keep all of our perceptions match-
ing their references.  Whether that is a “good” reason or not, I don’t
know.

And he says: “I think what we need is to submit these notions that we
(or you) are putting in this model to a test.” Agreed.  But it is very diffi-
cult to test for control of these higher-order variables; we can barely
describe them.

And: “Devise an experiment that might be able to determine that a
person is using a standard with regard to another within the confines of
a particular act (this, by the way, was the assignment to my class; no
one was able to do it even after reading HPCT all semester).” This is
very difficult—especially if by “standard” you mean “principle.” But
it’s pretty easy for many other variables.  Try getting really close to a
stranger; talking really loud during a conversation; using a lot of pro-
fanity (if you can—some of these disturbances are hard to produce be-
cause they require the “disturber” to set his/her own references to un-
acceptable levels for his/her own hierarchy).  It’s really not hard to see
variables being controlled-any time someone acts like something is
wrong, there is a perception that is deviating from a reference—but it’s
not always easy to name the variable.

I’ve found (for now) that the discovery of controlled variables is like
a Zen exercise; don’t try to name stuff; get those words out of your head
for a while.  Try to just look at the world as variable perceptions; ar-
rangements of objects, relationships between them, etc.  Watch how
people seem to like certain states of these variables, rather than others.
Note that sometimes they seem content with things, and sometimes they
protest and complain; the protesting and complaining and the “fixing”
and the doing are all evidences that something is not as it should be for
a person.  You need sharp clinicians to figure out what those controlled
perceptions might be.

One of the problems is that most of what people control is too ob-
vious and too “trivial,” so it goes unnoticed.  People are not generally
running around trying to control the “meaning of life.” They are mov-
ing things from here to there (moving themselves from here to there);
carrying out programs, categorizing (it’s an “X”—no, it’s a “Y”).  If you
know someone who makes music (well), you might see if they can imi-
tate the “style” of some well-known artist; that’s a pretty complex vari-
able (I do a mean Bob Dylan).  Control is all around—maybe the prob-
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lem is that it’s too much around—we take it for granted.  Bill Powers
once said that feedback is like the air we breathe; I think this is true of
control, too.  Because it is everywhere, it is invisible, unless you know
what to look for (like the answer that’s “a blowin’ in the wind”).

Dag Forssell:  Rick, You cannot derive any values at all from the HPCT
model, especially when it is viewed as a mathematical spreadsheet.  I
am not claiming that a certain level of these variables or references are
right.  I have meant to offer the observation that perhaps a lot of people
get along quite well in spite of holding religious systems concepts that
are totally incompatible, because they tend to set references at the prin-
ciple (what Ed calls standards) level similarly anyway.  (I have used the
word “reasonable,” meaning “well thought out,” but never in my mind
have suggested absolute or constant; that is your interpretation and con-
tribution—it does make for feisty argument.) Perhaps that shows that
more “down-to-earth” systems concepts /understanding based on ex-
perience, instead of “intellectual /religious” constructs, .are what re-
ally influence the principles most people go by.

I do understand that there is not just one “right” reference value for a
perceptual variable anywhere in the hierarchical structure.  I do not
understand your emphasis on variable to describe the list, as if to dis-
qualify reference.  As I understand it, precisely the same perception that
we call the reference is what “behaves” to create the specified percep-
tion of what we call the variable.  The words used to describe the refer-
ence and the variable perceptions are identical, since the perceptions
are identical.  You have to specify that you are referring to one or the
other.  Neither is fixed, since the reference is set at the moment as part of
the entire, interacting hierarchy.

Personally, I believe it comes naturally to want to find some meaning
in your own life.  I think meaning can be found in secular systems con-
cepts just as well as in religious systems concepts.

Rick says: “...  I think I will do this modeling effort; but my intuition is
that the only way to solve the problem of multiple interacting control
systems, operating in the same environment, is to align the references
for the highest-order systems that are controlling the same perceptual
variables.” Great!  Maybe we will be able to illustrate more about how
control systems disturb one another.  You can get part of the way there
with rubber bands, but only on one level, of course.  I share your expec-
tation about the requirement.  This means that we have to talk until we
have the same systems concepts, after all.  It will not be enough to say
that you subscribe to the same principles.  This is what Greg observes,
as applied to each tribe or subgroup in its context.

This entire exchange has caused me to reflect on my own assump-
tions and understandings.  My ideas relating to character education go

back to 1980-83.  I have not scrutinized these particular systems con-
cepts in the light of PCT until now.  I have already reorganized some,
but I have not settled down yet.  I find merit in Rick’s observation that
it’s all control.

HPCT as a model has much to offer.  My interests focus on how to
teach and apply it.  Since we live in a real world with finite degrees of
freedom, and a Boss Reality to study, it becomes important to reflect
individually on the specific perceptions you fill your own hierarchy
with at all levels, so that you can control well.  Numbers are not enough.
As a parent, manager, teacher, or counselor, it is my challenge to assist
those who want to be assisted to fill themselves with good information.
Good information will include an understanding of PCT.

There is no such thing as character.  There is only effective control.
Internalizing the systems concept of yourself as an autonomous control
system and adopting the same systems concept on behalf of others (a
value judgement) might lead you to principles of similar appearance as
those that have been labeled character.  As I said, I have not settled
down yet.  Additionally, perhaps there is no such thing as violence, co-
ercion, social control, influence, etc., which it is why it becomes difficult
to distinguish one from the other.  What there is is control by one sys-
tem which creates disturbances for another control system.  If two sys-
tems control the same variable, you have to look at the coupling of each
to the variable, loose or tight, and the resources (or amplification or
force) available to each.  In arm wrestling, two control systems control
the same variable with tight coupling.  The control system with the most
force minimizes its error signal.  The other system gets a large error
signal.

Bill says: “Influences should be thought of as disturbances.  That is,
you can perform an act that by itself would alter the other’s perceptual
world if it were the only influence.” It makes sense to me to see influ-
ences as disturbances.  Can you see information as disturbances, also?
In one book on listening I read long ago, the author suggested that in
active listening, you choose to anticipate what the speaker will say next,
see what they do say, and compare the two.  When you guessed right,
you confirm with satisfaction.  When the speaker says something else,
you think about it intensely.  Either way, you are alert and hear well.  Of
course, you might control so you hear what you want to hear instead.
You put the words into your own context.

With this in mind, I can think of reading a post as a lot of small and
some not-so-small disturbances.  I have to recognize that I am disturb-
ing just the same when I post.  Some of the information flies by with
minimal disturbance, some is unsettling.

As a parent, I create disturbances for my child in many ways, which
the child has to deal with.  Thus the child fills with experiences/ per-
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ceptions/understanding throughout the hierarchical structure.  If I plan
the disturbances well, the child learns to control well.  I could say that I
deliberately create error signals in my child.  This thinking agrees with
Chuck Tucker’s post.

Bill also says: “Parents influence their children by (for example) ad-
vice, commands, example, demonstration, and story-telling.” I am now
beginning to think of all of these forms of influence as made up of dis-
turbances.  Does that make sense?

I am controlling and perceiving as best I can.

Mary Powers: Rick and Chuck: Why do we like people, indeed?  The
real issue to me is why we dislike people.  This winter I read Eduardo
Galeano’s Memory of Fire—a three-volume history of the Americas,
mainly South and Central (a must read in this half-millenium year of
1992).  Pretty brutal.  The point here is that it seems “natural” for hu-
mans to dislike, fear, and consider subhuman people who are strang-
ers, or different.  Often people will like an individual they “get to know”
(share reference levels with) and yet continue to dislike other people of
the category (Black, Jewish, whatever).  We do need to like and be liked,
but what about this other reference level?

Ed Ford: The other night I had my meeting of local control theorists
who are trying to implement these ideas in their jobs.  One of us, Alan
Wright, was recently appointed superintendent of schools for the
Arizona Department of Juvenile Corrections.  He has been working
night and day at the two major lockup institutions where the toughest
juveniles in the state are sent, trying to implement a new program
using PCT as the basis.  In the past, diagnostic teams have decided
what juveniles would be doing and establishing their plans.  Juveniles
were staffed monthly and told what they were doing wrong.  Juveniles
never sensed any control as to when they’d get out.  It was always
kind of vague.  All they learned from the staff was how to be criticized.
Now, things have changed, thanks to Alan.  First, there are those who
know they are getting out (like at age 18) or are going to be transferred
to an adult prison.  These could care less and continually cause trouble.
They have been separated from the rest of the population and are in
highly restricted and supervised units.  But for the others, things have
changed.

Alan and I have been working on the practical applications of PCT to
this kind of setting for several years.  At Adobe Mountain (the tough-
est), the juveniles had taken over the place.  Alan really tightened the
place down.  Then each juvenile was asked as he entered the institution
what he wanted.  The universal answer was to get out.  Alan then would
ask them what they had to do to get out.  He’d explain to those who

didn’t know.  To the acting-out juveniles, he’d say, “Is what you’re do-
ing getting you what you want, which is to get out?”

Alan has the juveniles working in small teams of 36 with three teach-
ers, each teacher directly responsible for 12 juveniles.  The job of each
teacher is to help the juveniles work toward getting out, which trans-
lates into getting certain tasks done in school and following the stan-
dards and rules in the classroom.  The old idea of being in so long (like
six months) and then being released has been replaced by the require-
ment to get the signoff (approval) of each of the juvenile’s direct super-
visors in education at the school, and the line officer and case manager
where he lives, and the person in charge of activities (work or recre-
ation).  Everyone has to sign off, saying that the juvenile is following
the rules and working to his best ability and accomplishing his tasks.
Any time the juveniles act out and are sent to lockup or to an intensive
treatment unit, that time doesn’t count against their credit for getting
out of the facility.  Time is no longer important-only achieving tasks
that reflect increased responsibility will get them out of there.  The juve-
nile is given total control over when he gets out of the facility.  He has to
accomplish certain goals, but he alone has control over how quickly he
can get released.  Obviously, the more violent the offender’s crime, the
more responsibility has to be shown over a greater period of time.

It’s amazing how the place has settled down.  And it’s amazing how
quickly acting-out juveniles settle down, once they learn they have con-
trol over when they get out.  To you freedom-loving control systems on
the net, this might not sound like PCT, but within the reality of the juve-
nile correctional system, asking the juveniles what they want and giv-
ing them control as to how long they are in a treatment center they
don’t like has given them a sense of control over their destiny they’ve
never had in the past.  There seems to be less violent and more thought-
ful reorganization going on.  When they do act out, the supervisors just
ask, “Is what you’re doing getting you out of here?” or “Do you still
want to work at getting out of here?”

Dag Forssell:  Ed, what a marvelous post!  Most encouraging.  You
show clearly the power of starting with a focus on what people want,
instead of a focus on how people behave.  You apply disturbances to
encourage reorganization over time.  You give the delinquents a mea-
sure of control they have been denied before.

While your situation is rather extreme, it is not different in kind from
many other interactions between parents and their children, business
owners and their employees, counselors and their patients.

Again, your results are exciting!  Your years of preparation are pay-
ing off in a significant way.  Congratulations!
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Rick Marken: It looks like my distinguished peer, Danny Quayle, has
made standards more appropriate than ever.  Now, it seems, the official
government position is that those nasty social problems would be solved
if everyone would just adopt the right values (standards)—and guess
who’s standards those are?  The Trobriand Islanders’ values?  The
Nepalese values?  The Danish values (my personal favorite)?  Nope—
Republican values.  Thanks for clearing that up, Dan.  It makes me proud
to be a member of the ’60s generation.  If only he could claim that it was
the result of smoking too much dope.

I don’t like the word “standard”; it can be a synonym for “reference;”
so it is very confusing to me when people talk about the importance of
“standards.” It sounds wrong when I think of standards as references,
because all reference signals are important in the model.  And it sounds
wrong, for the same reason, when I think of standards as principles.  It
is no more important to control principles than it is to control intensi-
ties.

The PCT model says that we are controlling many levels of percep-
tual experience simultaneously.  Lower-level perceptions are controlled
in order to control higher-order perceptions.  The higher-level percep-
tions are in no sense more or less important than lower-level percep-
tions; all perceptions must be brought to their reference levels in order
for there to be control at all.  So it is just as important to be able to
control the position of your torso as it is to be able to control your posi-
tion in a perceived relationship as it is to control the principle that is
satisfied by being in that relationship, etc.

Principles often have to do with other people (they involve setting
references for relationships between you and other people, for example).
I think these perceptions seem special only because most of our control
problems involve attempts to control variables that involve other people
(as one would expect, since people, being control systems, cannot be
controlled, and so there will often be large, chronic errors in these sys-
tems).  It will be very hard to control relationships, programs, principles,
etc.  that involve other people.  Since control is generally poor for vari-
ables involving other people, our attention (consciousness) will tend to
be examining the control systems at this level (it is a kind of postulate of
PCT that consciousness tends to move to the level where reorganiza-
tion is required-no tests of this that I know of so far; hence, I am talking
through my hat).

I am hypothesizing that consciousness (attention) tends to be directed
toward control systems involved in the control of variables which in-
volve other people (due to the chronic error that tends to exist in these
systems).  Better yet, I think we attend to systems involved in the con-
trol of variables which involve at least the relationship between people—
most importantly, relationships between ourselves and other people.  So

my hypothesis is that we attend mostly to systems controlling percep-
tual variables at the relationship level (level 6 and up).  We rarely attend
to our control of intensities, sensations, configurations, transitions,
events, etc.  We do attend to relationships (with the boyfriend/girl-
friend), programs (soap opera stories), categories (“he was a ...”), prin-
ciples (“he done her wrong”), and system concepts (“that was no way
for a Christian to behave”).

I think it does something of a disservice to the PCT model to try to
emphasize the importance of one type of perception relative to another.
They are all important.

If the feeling is that the higher-level systems are more important be-
cause they determine the goals of the lower-level perceptions, then this
feeling is incorrect (in terms of the model, anyway).  The particular ref-
erence level that is selected for a lower-level perception depends on the
goals of the higher-level perception and on prevailing disturbances which
are independent of the goals of the system.  So, setting my reference for
a principle, like “get control of the renter,” will result in very different
chess moves (relationships) on different occasions; some of those moves
might not actually be “good” in terms of other goals (like winning the
game) if I just blindly follow the principle.

But you all know that.  We just tend to forget it when we are dealing
with really “important” principles (the kind that we have been calling
standards): principles like “be kind to your neighbor” (even when your
neighbor is a Nazi who is trying to kill you?).  The desire to find the
“right” references for our perceptions of principles, etc.  (i.e., interper-
sonal perceptions) is strong; and I think it’s because consciousness does
tend to focus on these levels.  Consciousness is involved in learning,
and the goal of learning is to try to find the “right” reference settings for
perceptions involved in what you are trying to learn to do (to control).
If we had more difficulty with the lower rather than the higher levels of
perceptual control (so that consciousness was always hanging around
those levels), we would probably spend all of our time trying to figure
out the right configurations, sensations, transitions, and intensities to
experience.  Sometimes we do try to figure out the “right” settings for
these variables—like when we are learning a sport or a musical instru-
ment.  Of course, even in this case there are no right settings; just the
right variables to vary (by changing references) in order to control the
higher-level variable.

I suggest that unless an individual is conflicted at the principle level,
there is no reason to try to direct their consciousness to that level in
particular (indeed, if they are conflicted at the principle level then you
should try to get them—their consciousness—up to the system concept
level).  I would say that, as a control theorist, I would try to get a person’s
consciousness away from their principle level if there is no conflict there.
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Putting consciousness where it does not belong can be quite a problem
(at least in theory), because it can start a reorganization that is not nec-
essary.  If you doubt this, just try moving your consciousness to the
perceptual levels that are ordinarily unconsciously controlled in a well-
learned skill; I tried this after I had learned to play a two-part invention
by heart.  I tried to become conscious of what my fingers were doing
(the sequence level and some transition and configuration stuff too).
The two-part invention turned quickly into an n-part cacophony,

I think Zen people know the potential problems of consciousness.
My suggestion to people who are doing therapy (on themselves or on
others) is to lay off the levels that are not conflicted.  And don’t assume
that a level is conflicted just because it seems like it is important; I bet
very few people have any real problems at the principle or system con-
cept levels.  I bet most people just can’t control relationships, programs,
sequences, stuff like that.  I would not assume that the problem is always
principles (it might be intensities—maybe the person has a boil, not an
“attitude”).

Another motto: if it works, don’t be conscious of it while it’s work-
ing.

Bruce Nevin: I guess Rick means that one should lay off the levels that
don’t provide a higher vantage point on levels that are conflicted.

It seems appropriate to attend to principles (standards) if people are
conflicted at the program, sequence, or category level, such that taking
a point of view through principle perceptions discloses the terms of the
conflict.  However, I think there are reasons for attending to percep-
tions at or below the level of conflict.

I think a common (band-aid) resolution of conflict is to ignore lower-
level perceptions that cause error at the level of conflict.  One way to
ignore a perception might be to substitute a copy of the reference signal
by the imagination loop.  Another way seems to have the effect of mak-
ing areas of the body blank, dark, numb, foggy, armored—people use
different metaphors.  The character of the perceptions that are being
blanked out might provide clues about the error being ignored, and
thence clues about the conflict being band-aid-resolved.

In vipassana practice, after an initial period of attending only to per-
ceptions of the movement of the breath at the nostrils to develop the
ability to focus and maintain attention—the first 3 days of a l0-lay course,
the first month of a three-month course, etc.—one begins to move at-
tention systematically through the body, from one end to the other, area
by area.  It is a very common experience for a given area to seem “dark”
or devoid of sensory signals, sometimes for extended periods, yet sub-
sequently a great deal seems to be going on there.  You’re just sitting
still, breathing, and moving your attention from place to place, so there’s

no evident physical stimulation.  In the interim, however, perhaps some
emotion-laden imagery or memory has come up to distract you from
attending to physical perceptions in the body.  Like starlings, if you
don’t feed them, they go away.  Attending to physical perceptions in
this way is a way of not feeding them.  Their going away unfed seems
to be associated with the “waking up” of areas of the body that had
been blanked out.  Ignoring perceptions seems to have the cost of turn-
ing off sensory inputs.  People who do body work (massage, polarity,
etc.) are familiar with this.

Some forms of therapy dwell on the content of the emotion-laden
imagery and memories.  Perhaps this can be useful.  I suspect it is useful
only when people get in touch with their feelings, not in the sense of
their emotional reactiveness, but rather in the sense of awareness of
physical perceptions in the body.

Rick Marken: Bruce says: “I guess Rick means that one should lay off
the levels that don’t provide a higher vantage point on levels that are
conflicted.” Yes.  I also mean that, if there is no conflict, don’t try to
become conscious of the non-conflicted systems.  It’s OK to go up a
level from a non-conflict.  It’s like the piano example—it’s OK to be
conscious of the fact that I’m playing a two-part invention; it’s just a
bad idea to focus on the systems that are successfully producing the
perceptions that are accomplishing this higher-level goal.

Bruce says: “It seems appropriate to attend to principles (standards)
if people are conflicted at the program, sequence, or category level, such
that taking a point of view through principle perceptions discloses the
terms of the conflict.” Absolutely!!  And it is OK to go up a level even
when there is no conflict; consciousness is just a problem when it is
focused on the systems that are currently successfully achieving a higher-
level goal; like when you think about how you manage to keep the car
on the road while you are driving (it’s perfectly OK, in terms of control
ability, to think about how you drive when you are not currently con-
trolling the car).

Assuming that the HPCT model is right and that we really do control
perceptions of principles in order to control system concepts, then I am
suggesting that, if you direct someone’s consciousness to the principles
that they are controlling while they are successfully controlling a sys-
tem concept (like being a Christian or a Dodger fan) while they are con-
trolling that system concept, then their control of that system concept
will become less skillful.  That’s OK if there is a conflict at the principle
level that prevents control of the system concept; but it’s not such a hot
idea otherwise (though I think it can be fun; especially if you don’t care
for the system concept a person is controlling).  I think this is what goes
on in skillful political debate; get your opponent to look at the prin-
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ciples that they are controlling; suddenly, their ability to defend their
system concept deteriorates; not because they see anything wrong with
the principle, but because they just see it.  (This could be another nefari-
ous application of PCT; if you get really good at directing a person’s
consciousness to certain levels, you could screw up their performance
on some task.  For example, when you are about to play a game of ten-
nis with your buddy, you might ask, “Say, are you still turning your
wrist on the backswing?” Encourage them to think about this during
the game.  If they do, you are a sure winner.)

David Goldstein: The only problem I have with your therapy sugges-
tion, Rick, is that it is not always easy or necessary or a good idea to be
thinking in terms of levels when you are working with a person.

One of the ways you know you are confronting a conflict is when the
person is not able to go up a level.  The Method of Levels is taking you
no place.  As Bill Powers has suggested to me, when doing the Method
of Levels, don’t be so concerned with the levels outlined in the formal
theory.  Be sensitive to the background perceptions based on what the
person is saying and the person’s own reactions to what is being said.

A related point to what is being said has to do with a difference I’ve
noticed between Ed Ford and myself in applying HPCT.  Ed starts at the
systems level and works downward.  I start at a lower level and work
upward.  One advantage of the bottom-to-top strategy is that it avoids
what Rick is talking about, namely, directing a person’s awareness to
levels which “are not broken.”

Rick Marken: David says: “Me only problem I have with your therapy
suggestion, Rick, is that it is not always easy or necessary or a good
idea to be thinking in terms of levels when you are working with a
person.” I agree!!  I only used specific PCT-level words because there
was talk about the importance of “standards;” where “standards” were
alleged to be principles (in HPCT terms).  In real life, I would not even
try for a second to relate a person’s conflicts to the proposed PCT lev-
els.  All I suggest is that conflicts can occur at any perceptual level (in
theory and in practice), so there is no reason to single out standards
(principles) as an important place to look.  In fact, the more I think
about it, the more convinced I become that real conflicts have to do
with pretty low-level percepts, whatever you want to call them, and
that the resolution to most conflicts just involves seeing that things can
be done in sequence, or that X does not need to be categorized as a Y,
or whatever.  I think it is rarely necessary to change principles or sys-
tem concepts (or any high-level perceptual references) to solve most
personal problems.  I think this is consistent with the fact that people
who hold transparently idiotic system concepts (from my perspective)

can still get along just great in the world.  One exquisite example of this
is the fellow who wrote my two-part inventions; J. S. Bach lived a won-
derful life and produced the greatest sequences and configurations of
sound ever produced—and he did it all for the God of Martin Luther.
Silly system concept; great, non-conflicted control system.

I think that when we look at social behavior, we see all kinds of inter-
esting things happening, but it is very difficult to see the possibly very
simple sensory variables that are being controlled.  PCT is an attempt to
help us see beyond our interpretations of behavior—to what behavior
is really about: control of perception.  And this requires a special kind of
looking (based on hypotheses about what variables might be controlled)
and testing (to see if disturbances to the variable are resisted).  We might
be reading a lot into human behavior that is not relevant to what a per-
son is controlling—for example, we say a person has “bad manners” or
“poor standards” when they eat with their mouth open  —when, in
fact, they might just be controlling the amount of pain they feel because
they have a toothache.

It is hard to get past our inclination to see behavior as “output.” We
assume that what we see is what the person is “doing.” PCT suggests
that we must by to get over that inclination (if we want to understand
behavior) and take seriously the proposition that what we are seeing
(when we see people “behave”) are the means by which people are keep-
ing their own perceptions matching their own references for those per-
ceptions.  We, as observers, cannot see what another person is perceiv-
ing or trying to perceive.  We can only try to get an idea of what a per-
son might be trying to perceive by doing the Test for the Controlled
Variable.

What seems to an observer as control of a complex principle (at the
“wrong” level with respect to the observer) might, in fact, be nothing
more than efforts to get from point A to point B in the context of vari-
able disturbances.

I think there has been some confusion about what control theory says
about control, and what it says about the processes that might influence
control—i.e., consciousness.  This confusion becomes particularly acute
in the discussion of standards (principles) where there is talk about “set-
ting appropriate standards” and such.  When we talk like this, who do
we imagine to be “setting the appropriate standards”?  The hierarchical
control model says it is the “higher-order systems.” The references for
principles are automatically set by the systems controlling systems con-
cepts.  The point is that all this varying of lower-level references to con-
trol higher-level perceptions is carried out smoothly and automatically
by the control hierarchy.  I hate to point this out again, but this process
is nicely illustrated by my hierarchical spreadsheet and (in a less ab-
stract manner) by Bill’s “Little Man.” So ordinarily, there is no external
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“agent” (other than the control hierarchy itself) that sets references
—and varies them—and this varying happens automatically.  This means
that principles are varied automatically to control systems concepts; if
the systems concept control systems need to vary the honesty principle
reference to preserve the perception of the system concept, they do it.
That’s you doing it, but there is no choice going on-no conscious deci-
sion to be a little more or less honest in this particular situation.  It just
happens (just as your muscles tense automatically to control the posi-
tion of your limb).

When we talk about a person “setting appropriate standards,” I think
we are talking about a phenomenon that is external to the PCT hierar-
chy.  Subjectively, when I talk to myself and say, “maybe I should try X,”
it is my consciousness that is doing this.  Consciousness is like some-
thing that hovers over the hierarchy and tinkers with it occasionally; at
least, consciousness is what can tinker with the hierarchy.

I think we know a hell of a lot less about how consciousness works (in
terms of phenomena and models) then we know about how hierarchi-
cal control works.  But I do think that consciousness (the feeling of hav-
ing to choose: “should I do X or Y?”) only comes up when there is some
degree of internal conflict or lack of “output functions” that can be used
to control the required perceptions.  When you are in control, you are
rarely conscious of it, unless you make some effort to notice how well
your hierarchy is working.  When there is a failure of control (due to
conflict, lack of skill, or insuperable disturbance), then consciousness is
there.  As I said in an earlier post, moving consciousness to systems that
don’t need attending to can create more problems than it might solve.

Ed Ford: I see counseling as similar to creative writing.  When writing,
I watch ideas pop out of my mind, as if I had little to do with creating
them.  I just think about the area where I’m curious or trying to work
out a thought, and out something comes.  It just pops up, and there it is.
The bottom line is that I take advantage of my reorganization system
and let it work for me, like creative people do.

Counseling involves using the reorganization system, the same cre-
ative process.  I don’t start at systems concepts and work down any
more than I start at a lower level and work up.  I begin my session by
talking with my clients (what else is there to do?) about what they want,
where they see their problems, a little bit about their lives.  I have in
mind the major areas of importance in PCT that are applicable, such as
priorities, values and beliefs, standards, decisions, various areas of per-
ception, our actions, wants and goals, and other stuff.  Then I watch
myself take certain directions, primarily areas in the clients’ lives where
both harmony and conflicts exist.

I tend to just watch where I go, letting ideas come out of my mind, not
constricting my mind but letting it creatively seek various paths to take.
When I occasionally find myself uncomfortable with where I am or what
I’m saying, then another idea pops into my mind, and if it makes sense
and is compatible with what I want, I go in that direction.  That isn’t to
say that I don’t have an overall structure in the way in which I work, or
that I don’t think about what I’m saying.  I’m thinking all the time, but
it’s within the creative process.  PCT has given me a delightful struc-
ture, and I’ve added my own way of understanding and creative pro-
cess within the boundaries of PCT.

I basically look for where there might be two incompatible goals, or
for goals clients have established but over which they have little or no
control accomplishing.  I also have them look at how they’ve structured
their worlds, and I get them to evaluate the structure they’ve created.

Typical areas of conflict are a job demanding enormous time, a spouse
and/or children needing time, extended members of a family such as
sick or lonely parents, physical activities, or intellectual activities.  There
are all kinds of areas with interrelated and sometimes highly conflict-
ing standards, decisions to be made, and various systems which have
been prioritized.  It is impossible for an outsider to know all the various
areas of importance, their strengths and priorities at any one time, the
varying standards, and how they are all interconnected within the total
network of a person with whom you are dealing.  That’s why I think it’s
best to teach a person how to work out their own internal conflicts
—only they know what is really going on.  All I know is my own cre-
ated perceptions of what I think is going on.

I think a big mistake can be made if a person looks at PCT in terms of
an individual area of concern and tries to analyze an area in isolation
from other areas.  Again, there’s so much going on.  I can’t think of a
single area of importance to me that isn’t tied into lots of other areas of
greater and/or lesser importance.  Hester, my children, my various jobs,
my health, my faith, my friends, CSGnet, things around the house, all
kinds of other things as well.  These are all very interrelated areas, all
with various priorities, depending on the time constraints and other
areas of importance.  To look for the single or major reason or cause for
what people do within their network of reference levels is rather mis-
leading.  There seems to me to be too much interrelatedness within our
structure of our values and beliefs, how we’ve prioritized them at any
one time, and all the various standards we’ve set.  Added to this is how
all of the above can be conflicting with various disturbances when we
are attempting to control in various areas.

The most important thing I’ve learned from control theory is that I’ll
never understand another living control system, and they’ll never un-
derstand me.  To quote Clint Eastwood (one of my very favorite actors):
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“A man has got to know his limitations!” When living control systems
come to me seeking help with various conflicts they’re having, I see my
goal as a teacher.  My job is not to figure out why they do what they do.
Rather, it is to help them build confidence in their ability to deal with
their internal worlds by teaching them effective and efficient ways of
resolving their conflicts and establishing harmony within their worlds.
Control theory has given me more help in this area than anything else
I’ve learned.

Rick, I think that directing a person’s awareness to levels (or areas)
which aren’t “broken” can be very productive.  Obviously, if people are
doing well in one or more areas, but their belief-in-self systems aren’t,
then having them reflect on what they’re doing well can be most help-
ful in rebuilding confidence.  It is best to build from strength, not weak-
ness.  Also, sometimes it is best to build more strength in areas of suc-
cess before attending to weaker areas.  Again, as I was saying above,
you just have to fuss around and help the client determine which is the
best way to go.  It isn’t best to set hard and fast rules where you have so
much going on.

David Goldstein: Ed, your principle-level generalizations for therapy
are, based on your post: be creative and spontaneous.  Be a teacher,
teach them about HPCT.  Be sensitive to signs of conflict and harmony
and focus on these areas: Encourage people to believe that they can
solve their problems.

At a more specific level, you say: “To look for the single or major rea-
son or cause for what people do within their network of reference lev-
els is rather misleading.” But if HPCT has anything unique to say to
therapists, it is: identify controlled variables by means of the Method of
Levels and the Test for the Controlled Variable.  In a clinical situation,
this is much harder than in an experimental situation.  If we give up
doing this, I am not sure about how HPCT therapy is really any differ-
ent from other therapies out there.

I know that when you ask people, “What do you want?” in the explo-
ration phase of your counseling, and when you ask people, “is it work-
ing?” in your evaluation phase, you are moving in the direction of find-
ing controlled variables.  Maybe I simply go further in this direction
through the explicit use of the Method of Levels.  Asking people ques-
tions like you do certainly disturbs them and invites awareness to what
is going on inside them.

Ed Ford: David says: “But if HPCT has anything unique to say to thera-
pists, it is: identify controlled variables by means of the Method of Lev-
els and the Test for the Controlled Variable.” I don’t really think PCT
actually says anything in particular.  The greater the understanding one

has of how the whole system works, the more creative a therapist can
be in coming up with all kinds of ways to teach people how to deal with
themselves.  Certainly the ideas in PCT provide the creative mind vari-
ous ways to more efficiently help others produce harmony within their
own worlds.  One of the keys to helping others is, as you suggest above,
the whole concept of controlled variables, and how they can be used
within the counseling session.  However, I believe there are many in-
triguing ideas flowing from PCT that therapists can use, the idea of con-
trolled variables being one of the more important.

Rick Marken: Ed Ford says: “...  I think that directing a person’s aware-
ness to levels (or areas) which aren’t ‘broken’ can be very productive.
Obviously, if people are doing well in one or more areas, but their be-
lief-in-self systems aren’t, then having them reflect on what they’re do-
ing well can be most helpful in rebuilding confidence.  It is best to build
from strength, not weakness.” I guess I didn’t make myself clear.  Based
on subjective experience (not the PCT model), it seems to me that skill
breaks down somewhat when you direct your attention (consciousness)
to the means being used to produce a particular result while you are do-
ing it.  This is easy to demonstrate; while you are typing, think about
how you are doing it; how you are moving your fingers, how you are
adjusting and coordinating movements of the fingers, etc.  You start
making mistakes (more of them, anyway) when your awareness moves
to these levels of control; control seems to work better when it occurs
unconsciously—zen control.  But there is no problem when you imag-
ine typing and become conscious, in imagination, of how you do things.
In fact, certain kinds of conscious imagining are reputed to improve
control when you get down to actually controlling.  I remember Dwight
Stone imagining, over and over again, the details of a high jump event
just before executing it.  I guess his hope was that once he’d imagined it
enough he could just go and do it (control it) unconsciously.  The trick is
to be able to change easily from conscious imagining to unconscious
doing.  Sometimes it works; sometimes it doesn’t.  Whether imagining
itself can actually make things better, I don’t know.  Maybe that’s why
we dream—but that is usually unconscious (I think).

I have a feeling that consciously focusing on what one does right (in
imagination mode, of course) might make one feel better but does not
necessarily help a person in other areas.  For example, I can’t see how
focusing consciousness on, say, one’s ability to throw a football can help
with one’s ability to sell cars.  I agree that it might help a person control
self-confidence a bit (“yeah, you cant sell a car to your mother, but you
cam throw the football pretty well”).  But that’s just making things bet-
ter in imagination mode anyway.  When the fellow gets back to the car
lot, his confidence goes right back to hell.  I think it’s better to just get
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down to the business of helping a person “move up a level” so he/she
can see that he/she is creating his/her own problems.  Of course, it
might help him/her spend the 50 minutes in a session if he/ she feels
good about you and himself /herself.

Ed also says, in describing a PCT-inspired program for juvenile of-
fenders: “Me juvenile is given total control over when he gets out of the
facility.  He has to accomplish certain goals, but he alone has control
over how quickly he can get released.” Well, it’s not total control; a fel-
low (I presume they are all guys) can’t get out one second after he gets
in—or two, etc.  They can control when they get out, but there is a lower
(and, I bet, upper) bound to how long they can stay in, no matter how
they act.

He also says: “To you freedom-loving control systems on the net, this
might not sound like PCT...” I presume that’s me.  Actually, I only like
freedom for people who do not plan to hurt me, my family, or anyone
else I like (i.e., everybody).  The program sounds just like PCT to me
—the juveniles are controlling for getting out; you are controlling for
the behavior of the kids, trying to make it look “under control.” A pro-
gram cannot be PCT or not; PCT is just a model of behavior.  The pro-
gram you describe is neither good nor bad—but given that you like it, it
is apparently working for you.  The kids seem to function in it just fine,
too.

I imagine that the delinquents in this facility have set references for
and achieved some results that have hurt other people.  I am against
people hurting other people, and when people do hurt others inten-
tionally (and PCT tells us how to find out if they are doing this inten-
tionally), then I am for preventing that result by any means possible.  I
am particularly in favor of this kind of intervention if people are doing
it because they have become organized in such a way that this kind of
hurting is part of the way they are controlling other variables.

So, if these juveniles are organized so that violence to others is just
part of their organization, then I don’t care what you do to them; just
keep them out of my society.  If, however, the behavior that got these
kids into the facility is the result of reorganizations (because the kids
have not been able to get control of their intrinsic variables) or just irrel-
evant (unintended) side-effects of control efforts that could be elimi-
nated by education or counseling, then I think there might be other
ways of dealing with the situation.

One point that might be worth noting: PCT should at least make one
sensitive to the possibility that one’s efforts to help another control sys-
tem are really an attempt to perceive that system’s behavior to be “as
we like it.” After all, we are control systems too, no?

To be continued

The Control Systems Group is a membership organization which
supports the understanding of cybernetic control systems in organ-
isms and their environments: living control systems.  Academicians,
clinicians, and other professionals in several disciplines, including
biology, psychology, social work, economics, education, engineer-
ing, and philosophy, are members of the Group.  Annual meetings
have been held since 1985.  CSG publications include a newsletter
and a series of books, as well as this journal.  The CSG Business
Office is located at 73 Ridge Pl., CR 510, Durango, CO 81301; the
phone number is (303)247-7986.

The CSG logo shows the generic structure of cybernetic control
systems.  A Comparator (C) computes the difference between a ref-
erence signal (represented by the arrow coming from above) and
the output signal from Sensory (S) computation.  The resulting dif-
ference signal is the input to the Gain generator (G).  Disturbances
(represented by the black box) alter the Gain generator output on
the way to Sensory computation, where the negative-feedback loop
is closed.
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Conflict, Belief, Standards: Part II

Martin Taylor: In the posts I’ve looked at on “standards” and how
they should be interpreted in the PCT world, no one has interpreted
standards as I would.  In interpersonal communication of any kind,
including language, you can best achieve control of your percepts if
you have some notion of what the other is likely to do that affects your
sensory organs.  If you don’t want to perceive yourself being hit with a
2 x 4, you don’t antagonize a Hell’s Angel.  You model the partner in
some way.  It seems to me that standards allow you to pre-empt a pos-
sibly painful random reorganization by permitting you to set references
that are appropriate if the other behaves in a conventionalized way—
according to standards.  Likewise, if you behave according to standards,
your references will be set so that your observable behavior conforms
to the expectations of others—they will know what you are controlling
for at the relevant level, and they will be able to interpret low-level acts/
behaviors as supporting that control.

If there are any “absolute” standards, they will be those that have
allowed the social groups using them to survive and prosper.  A stan-
dard that allows group members to kill one another for fun is not one
that is likely to be found in a long-surviving group.  Our standards
have been evolving since at least the time humanoids diverged from
other primates, and there are clearly some sets of standards that work
well together but are different from other sets that also work well to-
gether.  One standard that worked well when relatively isolated tribes
wandered around competing for resources involved wariness and in-
tolerance for people not of one’s own group.  Killing them meant more
for one’s own group.  Racism comes from this.  But recently there has
come to be only one communicating group in the world, and this
long-useful standard seems to be one that will not allow this single
group to survive long if it maintains its currency as a model for how to
set a reference level.

Standards for grammatical usage seem to have exactly the same theo-
retical standing as standards for good social behavior.  One sets refer-
ences for using “correct” grammar because it eases the task of commu-
nicating partners who use the same standards.  If a subgroup uses dif-
ferent standards, there’s no problem except that their communication
with the main group becomes less effective.  If one person decides on a
different set of reference levels, they cause communication problems
with all of their partners.  There’s no moral good or bad about it, only a
consideration of efficiency.
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Bruce Nevin: The previous discussion of “standards” substituted that
term for “principles,” as in hierarchical perceptual control theory’s
(HPCT’s) level 10.  Standards, meaning “norms” or “conventions,” can
be on any level.  Modeling others to facilitate cooperative action with
them involves perceptions on many levels.  Martin, the convergence of
your discussion with the prior one is perhaps this: that people are aware
of norms, conventions, and models of others mostly on the principle
level, the level at which they attribute motivations and make moral judg-
ments.

Rick Marken: Martin suggests that “standards” should be viewed as
conventions that make it easier to cooperate.  I agree that there is much
to be gained from conventionalized behavior.  This is particularly true
in the technological world, where it helps enormously to design sys-
tems that have a standard response to actions.  Thus, we can be pretty
confident that a clockwise turn will result in the screw going in or the
power going on or increasing.  What we tend to conventionalize is the
feedback function that relates our outputs to our inputs.

Martin says: “If there are any ‘absolute’ standards, they will be those
that have allowed the social groups using them to survive and pros-
per.” Conventional standards (like the clockwise-turn standards) can
be “absolute” to the extent that we can get all objects to abide by this
convention.  This can be done in principle, though it’s difficult (and
sometimes not desired) in practice; some people might have a need for
a counter-clockwise-in device.  But the goal of absolute standards (con-
ventions) is at least feasible for inanimate objects, because these objects
have no purposes of their own that might conflict with the convention.
Such is not the case with living systems.

The problem is that people are not inanimate objects—and certain
individuals in certain circumstances might find that acting according
to a particular convention is impossible, not because the person is bad
or contrary or immoral, but because he or she is a hierarchical control
system that simply cannot act like the knob on a radio.  So my argu-
ment against “absolute” standards applies as much to standards as so-
cial conventions (like grammars) as it does to standards as moral prin-
ciples.  I am all for standards as conventions.  The notion of absolute
standards—no matter how technologically and socially helpful their
existence might be—is inconsistent with human nature (if people are
hierarchically organized perceptual control systems).  This does not
mean that I believe everybody should just go off and do their own thing.
I’m just saying that this fact about human nature must be taken into
consideration when we think about how people can act cooperatively.

The people who want there to be absolute standards are not “bad”
people (from my point of view).  The desire for absolutes is quite rea-

sonable.  I can understand that desire—especially with respect to people.
People should never kill each other or end a sentence with a preposi-
tion; people want predictability.  All I’m saying is that people are not
switches; they cannot abide by such absolute conventions, even if they
try.  This does not mean that social chaos is inevitable; what I think it
means is that we have to find ways to cooperate that take into account
the true nature of human control systems.  The fact that cooperation is
possible in the context of this reality (the inability of control systems to
control relative to absolute conventions) is evidenced (I think) by the
general spirit of cooperation found despite the diversity (in terms of
many conventions) among members of the Control Systems Group it-
self.  It can be done.

Martin Taylor: What I intended was to suggest that a “standard” pro-
vides a convenient level at which a reference value can be set, one that
has often been found (perhaps by other people over history) to result in
a desirable percept.  But even with “absolute standards;” there’s no com-
pulsion on anyone actually to use them as reference values.  As Rick
says, such use might conflict with the ability to achieve other reference
values.  Some day, you might have to try to kill someone if you are to
maintain other desired percepts, such as personal survival or freedom.

The existence of absolute standards depends on whether over evolu-
tionary time certain behaviors (in the perceptual-control-theory sense)
have benefited the survival and gene-propagation of the people (or oth-
ers) using those behaviors.  If they have, then either by gene transmis-
sion or by social transmission, the ordinarily effective behaviors will
result in absolute standards.  (On social transmission, see F. Boyd and
P. J. Richardson, Culture and the Evolutionary Process, University of Chi-
cago Press, 1985.)

I find no moral connotation to the idea of “standard,” whether abso-
lute or not.  The idea of “absolute standard” as “you have to do what I
say is right” is, I think, morally and practically repugnant, for many of
the reasons adduced by Rick.  But “absolute standard” as “that’s what
people have learned as a usually effective way to behave” is simply a
practical concept that improves social interaction.

Rick Marken: I thought Martin was proposing that “standards” be
understood as conventions for behavior.  For example, there is a con-
vention in the U.S. that we drive on the right.  So, when I am on a road,
I try to keep my car in a lane to the right of the center line.  With regard
to perceptual control theory (PCT), this means that I set my reference
for the relationship between car and center line at “right of” rather than
at some other value, like “left of.” I was agreeing that standards of this
sort are quite useful for successful social interaction.
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Martin says that he “intended...  to suggest that a ‘standard’ provides
a convenient level at which a reference value can be set, one that has
often been found (perhaps by other people over history) to result in a
desirable percept.” I agree, except that I think many of these standards
(such as which side you drive on) are fairly arbitrary—they work as
long as there is agreement among those who need to abide by them in
order to avoid interpersonal conflict.

Martin goes on to say that “even with ‘absolute standards; there’s no
compulsion on anyone actually to use them as reference values.” Well,
there is some social coercion.  People can have unpleasant run-ins with
the police if they pick the wrong side to drive on.  Of course, one is still
under no compulsion to set their reference at the conventional level,
since he or she is the one setting it.

Then Martin says: “Me existence of absolute standards depends on
whether over evolutionary time certain behaviors (in the perceptual-
control-theory sense) have benefited the survival and gene-propagation
of the people (or others) using those behaviors.  If they have, then either
by gene transmission or by social transmission, the ordinarily effective
behaviors will result in absolute standards.” If by “behaviors” you mean
“references for certain inputs,” then I agree; there might be absolute
(fixed, built into the individual, unvarying) references for certain in-
puts.  Such references are almost certainly at the cellular, if not the ge-
netic, level—they are called “intrinsic references” in PCT.  If, however,
by “behaviors” you mean particular actions, then I don’t see how this
can be correct; evolution could not possibly select for actions that would
have to produce their effects in a disturbance-prone environment.  I
think a lot of sociobiologists imagine that certain behaviors (in terms of
actions) can evolve; for example, they talk about evolution of “aggres-
sion.” It sounds like they are talking about the evolution of certain vis-
ible patterns of outputs.  I think the only thing that might be able to
evolve is a preference for a certain level of sensory input resulting from
these (and/or other) actions.

Finally, Martin says: “But ‘absolute standard’ as ‘that’s what people
have learned as a usually effective way to behave’ is simply a practical
concept that improves social interaction.” It sounds like you are saying
that an “absolute standard” is only relatively absolute (it is usually ef-
fective at improving social interaction, but not always).  If this is what is
usually meant by “absolute standard;” then it turns out that I have been
advocating a version of this approach to “absolute standards” all along.
I’ve just been saying that some standards are usually effective for lots of
people—but not always (they don’t work for some of the people some
of the time).  I just wish some of the others in the discussion of absolute
standards would have clarified this point for me.  Does this mean that
the Ten Commandments are “absolute standards” in your sense of ab-

solute standards—it is usually effective to not steal, but not always?  Is
that what Judeo-Christians think God meant?  What about that first
one: thou shaft have no other god before me...  usually?  Some people
got stewed for not obeying that one.  Are some standards more abso-
lute than others?

Bill Powers: Just a few ideas to add to the standards discussion.  Any
given standard, such as “helping the poor,” has at least five aspects:

1.  The verbal description or name of the standard (“helping the
poor”).

2.  The perceptual meaning of the description or name of the stan-
dard: that is, how you can tell when a poor person is being “helped”?

3.  The reference level for the standard: that is, what degree of the
helping is the desirable degree?

4.  The program of actions used to achieve the standard: that is, what
actions will help the poor to the desired degree?

5.  The system concepts exemplified by the standards: that is, the con-
cept of human nature and of society that defines the goal achieved by
helping the poor.

Most discourses on standards focus on the verbal description or name
of the standard, under the (incorrect) assumption that it indicates the
same principle to everyone.  So when old-style Democrats speak of help-
ing the poor, they mean giving them money, advice, and services that
the poor people can’t obtain for themselves.  When Republicans speak
of the same thing, they mean doing something that will eliminate the
need for giving things to poor people—enabling them to get what they
need for themselves, teaching “self-reliance.”

The Republicans quite rightly claim that simply giving things to poor
people will keep them dependent and poor (they don’t learn how to
control their own lives).  The Democrats quite rightly point out that
simply demanding self-reliance ends up punishing people for being poor
and creates callousness toward human suffering.  Republicans assume
that people work in order to maintain a viable economic system that’s
essential to everyone, and because of financial rewards and incentives.
They assume that the healthy society is one in which the members com-
pete for wealth and predominant positions or power.  Democrats as-
sume that people work to improve the quality of their lives outside the
economic framework, and that the healthy society is one in which no-
body has to labor overly long, under unpleasant or dangerous condi-
tions, or in a state of social inferiority.  At least that is my view of the
“canonical” positions of the two parties.  I speak, of course, as a time
traveler from a different era.

It’s impossible to agree on standards without agreeing on system
concepts: the kind of society we live in and our own human natures.
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Simply hurling the names of standards back and forth and claiming
that they are good gets us nowhere.  Even agreeing on the means of
achieving standards requires a shared concept of human nature.  Those
who enjoy power and wealth quite rightly appreciate the advantages
of these things; they advocate principles based on the assumption that
everyone would be better off with power and wealth, and principles
that will help those who already have power and wealth to keep them.
Those who value other goals assume correctly that nobody is perma-
nently better off with power and wealth unless everybody has them,
and favor principles that spread the wealth even at the expense of those
who lose out by accepting the principles.

When we speak of standards as shared principles, we tend to forget
how little of this sharing there really is.  The story of standards in hu-
man societies is a story of conflict, not sharing.  This is true in all sizes of
groups from the dating couple, through the family, through a whole
country.  Even when people say, in words, that they agree on a stan-
dard, they perceive it differently; even when they perceive it in more or
less the same way, they differ on the reference level.  We can agree that
many poor people need immediate financial aid.  Which people?  How
much?  To be spent how?  In whose Congressional district?

The other comment I have is more general.  We tend to speak of stan-
dards in terms of their effects when they are shared, in terms of their
roles as characteristics of a society, or in terms of what they do for social
interaction.  From the theoretical point of view, however, the questions
are not just what standards are adopted and why they are adopted, but
what a standard is, and how it can have any effect.

How does a standard influence the behavior of any individual?  How
does it get communicated?  What has to happen inside an individual
before the words describing a standard come to have meaning to that
person?  And what has to happen inside the person in order for any
particular interpretation of such a description to attain the force of a
reference condition?  Without these processes internal to the individual,
no standard can have either meaning or effect.  We have to understand
standards as they exist in and operate in a single person before we can
understand how they work in a world populated by many persons.

Finally, we often speak of the advantages or influences that standards
have in a society.  I think that, very often, these advantages or influ-
ences are hypothetical—they’re what should occur.  But I doubt that such
things very often do occur.

Rick Markers: Bill Powers says: “Finally, we often speak of the advan-
tages or influences that standards have in a society.  I think that very
often, these advantages or influences are hypothetical—they’re what
should occur.  But I doubt that such things very often do occur.” This has

been my point all along—at least in terms of personal (and, to some
extent, in terms of interpersonal) control.  I see no way in which per-
ceiving certain standards at certain reference levels can necessarily lead
to successful control of any other perceptual variables—or intrinsic vari-
ables.  Yet this is an article of faith for many people in society.  I imagine
that if one of us showed, quantitatively and experimentally, that this
faith is not correct, he or she would soon be the victim of a holy war.
Now that I think of it, if really good science on control of principles and
system concepts were done, it is possible that the results would make
the religious/political/scientific establishment take steps that would
make the Catholic Church’s treatment of Galileo look like a picnic.

One of the things that has particularly irritated me about the current
political dialog about values (the one going on in the outside world—
not on CSGnet) is that the people who are pushing “family values” most
ardently are also the people who have most ardently pushed one of the
most fundamental (and, I think, destructive) values of U.S. society—the
value of conflict (also called competition).  Every red-blooded American
knows that competition is what makes for successful economies.  The
basic idea (as pink-blooded little me understands it) is that consumers
are like judges at a beauty contest (a uniquely American event, itself).
Producers (or goods and services) compete to win the patronage of the
customers.  This competition leads to better and better products from
producers (in the sense that they are the products that best meet the
customer’s needs or wants).

This scenario has one little problem that only Americans with pink-
tainted blood might ever even deign to point out; in competition like
this, there are generally winners and losers.  What happens to the los-
ers?  America doesn’t like losers, so we ignore them or blame the loss
on personal failings (not being a real man or a real woman).  Pinko types
like me, however, don’t think that losers are just valueless trash; they
are worthwhile control systems, with intrinsic reference signals of their
own.  I worry about the losers because societies with lots of them around
tend to be very precarious—and have to take strong measures to make
sure that the losers don’t try to just take stuff from the winners.

I don’t like the “value” attached to competition in this society.  I like
the “value” of cooperation and community.  I think society’s emphasis
on the importance of “being #1” or “fighting to get to the top” is far
worse than the lack of emphasis on “family values.” But I doubt that
Quayle and Bush will come out in favor of the value of “cooperation”
and “community.” Do I have bad standards?  Is it wrong to dislike com-
petition and to like cooperation?

I will admit that competition (conflict) can accelerate the develop-
ment of technologies that might help the parties to the conflict “win.”
Thus, two companies making widgets might progress faster toward the
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goal of making the “best” widget (the one that satisfies the market best)
because they are in conflict (they have to keep improving the widget—
the output of each system—or lose the conflict—have their market share
of widgets become much lower than their reference).

I think it is this “good” result of competition that has impressed econo-
mists.  But is this the only way to organize an economy that produces
the widgets that we all need to control what we want to control?  Must
there be winners and losers in order to have an economy that meets the
requirements of its members (the winners, anyway)?  Can’t we orga-
nize a society in which everybody is a winner (can control what they
need and want to control)—and can’t we do it without coercion (the
approach that communism used)?  It seems to me that the economies of
some of the Scandinavian and Western European societies approach a
nice compromise between capitalistic individualism and socialistic com-
munalism.  Why don’t we learn from those economies?

Kent McClelland: Rick, although I agree with and indeed applaud your
sentiments favoring cooperation over competition, I wonder whether
you’re making the choice sound a little too simple.  An interesting book
by Michael Billig and associates (Ideological Dilemmas: A Social Psychol-
ogy of Everyday Thinking, London: Sage, 1988) has convinced me that
such things are not a matter of either/or, at least not in our usual modes
of thinking.  The book traces the history of Enlightenment thought and
shows how contradictory values are built into the public discourse on
such issues.  Racists, for instance, will typically preface their biased re-
marks with a disclaimer to the effect that they themselves aren’t preju-
diced against blacks, but you really can’t get away from the fact that,
etc., etc.  I have no doubt that Bush and Quayle could come up with
many heart-warming remarks about the value of community and not
see any contradiction at all between that sort of rhetoric and their views
on competition.

I think the question is how stable system concepts can come to be
constructed from an amalgamation of values or principles that are of-
ten contradictory in practice.  But maybe such mental and moral flex-
ibility is necessary for us to maintain the perception that the world we
observe is consistent with our preferred system concepts.  As I believe
Rick pointed out, a control system that was stuck with a single refer-
ence signal for a principle like honesty (or cooperation!) would be un-
able to vary its outputs to maintain control of perceptions of the next
higher level, just like an arbitrary restriction to a single setting for arm
position would cripple your physical control of bodily movements.

Bill Powers: Kent and Rick, cooperation and conflict are outcomes of a
social interaction.  If people’s goals are aligned, there will be coopera-

tion, or at least non-interference.  If they are not, there will be conflict
and competition.

Competition arises in our society as a consequence of system con-
cepts and principles.  One of these concepts has to do with position in
a social hierarchy.  The idea of the superior person, with others being
inferior, sets the stage in some people for a desire to be, or be acknowl-
edged as being, at the top of this social hierarchy.  As achievement of
this goal requires a relative ranking of people, it is impossible for ev-
eryone in the society to achieve it.  If even two people wish to be per-
ceived as number one, a conflict must arise, because by definition only
one person can be number one (or number anything).  The existence of
number one creates number two: number n implies number n -1.  If
one person wants to become a leader, followers must be found, and
others who also want to be leader must be fended off, undermined, or
otherwise prevented from succeeding.  The striving for social position
is a pernicious ill in our society, which accounts for a great many of its
problems.

I’ve heard all of the arguments in favor of competition.  I don’t be-
lieve them.  I don’t think that people with contradictory goals accom-
plish anything but building up their muscles and cancelling the effects
of someone else’s muscles, leaving little effort available for real progress.
I don’t believe there is a “top” in the social hierarchy—I don’t even
believe there is a social hierarchy.  And as long as I don’t believe that,
there is no social hierarchy for me.  This doesn’t endear me to people
who want such a hierarchy to exist, but that’s their problem.  There’s
nothing I want from anyone that would make it worthwhile to play
that game.  Not even the privilege of living.

And I know for certain that when, in some microsociety, people man-
age to do without this concept of Number One, everything magically
works better: shared goals are accomplished smoothly, easily, and with
great pleasure.  People get smarter, because they aren’t wasting their
time and effort trying to counteract what someone else is doing.

I haven’t got this system concept worked out in any detail—talking
about it too much tends to reduce it to procedures and slogans, anyway.
But what I do understand of it, I want to sell.  It defines the kind of
world that I find worth living in.  All I can do to create that world is to
persuade others who will persuade others that it’s worth a try.

“Leadership,” it seems to me, is a role in a social hierarchy.  It requires
followers.  It opens the door to competition and conflict (“I can lead
better than he can, so follow me and not him”).  The worst result, from
my point of view and in my circumstances, is that followers learn from
a leader how to follow, not how to explore, teach, and learn.

The attitude of followers toward leaders, in my experience, often tends
to be one of admiration, deference, blind loyalty, and even hero wor-
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ship.  It’s the attitude of a child toward a favored adult.  Many leaders
like being on the receiving end of this attitude.  It confers power, it al-
lows the leader to indulge in egocentric thinking, it protects the leader
from criticism and accountability.  The leader can arrive too easily, with
the connivance of the followers, at the idea that he or she makes fewer
mistakes than ordinary people do.  The leader can point to the support
of the followers as a way of showing others, outside the group, that
there must be something superior about the leader (so they would be
better off becoming followers, too).  Leaders are corrupted by their fol-
lowers, and willingly.

Dag Forssell: The idea that a leader is defined as someone who has
followers is indeed the predominant interpretation in our society.  I be-
lieve it is an unfortunate one.  It is not the only one available.

I can’t conceive of a control system wanting to follow.  What a control
system wants is good system concepts to inspire good principles, so
you can select effective programs, ..., so you can maintain your body
chemistry.  A control system is designed to lead itself; to satisfy its own
purposes as it perceives them.  “Purposeful Leadership,” as I define it,
is the development and communication of good information that al-
lows every individual to lead himself /herself in full autonomy.  It is a
non-manipulative, non-coercive, non-violent approach.

With good information shared and internalized voluntarily, people
will be aligned and will automatically cooperate on the mutual con-
cerns.

Bruce Nevin: Dag says: “I can’t conceive of a control system wanting
to follow.” Oh, come on, Dag!  You can’t mean that, can you?  Aren’t
there many occasions when one control system wants to follow the lead
of another control system?  And is this in itself pernicious?  (Though it
can be abused—on both sides of the dyad, be it said!  Nor does it end
with childhood.  Nor is it always childlike, though abuse of childrens’
dependency does seem to result in many adolescents and adults com-
ing to abhor and scorn it and fear exposure of it in themselves.  One of
the sure recipes for childishness.)

Have you ever taken a dance class?

Dag Forssell: OK, Bruce.  A difficulty on this net is that anything can be
and is taken so damn literally.  You have a point, of course.  I did learn
to lead in dance once upon a time.  It is important in ballroom dancing
to give clear signals to your partner (follower) with a steady hand.  The
follower chooses to follow and concentrates on that.

Leadership is often understood to mean that you tell someone what to
do, then they follow by doing what you tell them to do.  This emphasis

on doing and instructions fits nicely in a cause-effect world.
I am trying to redefine and sell “Leadership” as the idea that if you

want to lead, the most effective way is to offer good (a description of that
Boss Reality that is as good as you can make it or negotiate it in open
discussion) information for your “followers” to evaluate and make part
of their own system concepts if they want to (understand, no conflicts
with pre-existing concepts, relevant, etc.).  Then you step out of the way
and let the “followers” control to their hearts’ content.  You will not
need to supervise or “control” their actions, because that is built in.

This form of leadership is inherently non-violent.  Teaching it will not
work if the top management in a company is coercive, as I perceive
most to be.  Therefore, the idea must be sold at the very top, to the very
people who are used to insisting on results or else.  I am counting on
finding a few who will see it my way, but don’t expect many.  A few is
all I need.  Once the process is understood, the leadership /information
can come from anyone in the organization.

Bruce Nevin: Following surely cannot mean producing the identical
behavioral outputs.  We know this because of the variability of behav-
ioral outputs with respect to the reference signal.  (Or with respect to
the outcome, more or less equivalent depending on success of control.)
Nor can it mean assuming the identical reference signals for identical
(or equivalent) controlled perceptions.  We know this because all the
follower has to go by are the behavioral outputs of the leader, among
other environmental variables, plus memory and imagination, of course,
which are the means for projecting, anthropomorphizing, and so on,
which we necessarily do all of the time.

There are two corresponding questions for the other member of the
dyad: Can a control system want to lead another control system?  Can a
control system lead another control system?

From the existence of a large literature and a long history of ‘leader-
ship,” it seems clear that a control system can want to lead another.

It seems to me clear that A can lead B only to the extent and in the
manner that B wants to follow A.  This is why virtually all of traditional
thinking about leadership boils down to “motivation”—getting others
to want to follow you.  (Ditto for pedagogy)

Assume that B wants to follow A.  The extent and manner depends
on B’s other goals.  B can follow just in terms of proximity.  This kind of
following ranges from detailed mimicry (mirroring) to very slight cor-
relations, such as B following A with his or her eyes.

Much of what we mean by “follow” is metaphorical, with this literal
sense as a basis.  We can easily identify the metaphor when we say B is
“following A’s argument” or “following A’s line of thought.”  The
metaphor is not so obvious, perhaps, when we talk of B following A in
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the sense of coming to A for directions, going off and executing them,
and coming back to A for more.

“Following directions” seems to mean to control one’s perceptions so
that they mimic (“follow”) the perceptions that one imagines on hear-
ing or reading the directions.

“Following A’s argument” seems to involve imagining the argument
for oneself and finding that the imagined line of argument corresponds
with what A has said and is saying.

To paraphrase P. T. Barnum, some of the people want to follow all of
the time, all of the people want to follow some of the time, but not all of
the people want to follow all of the time.

If B is not confident and purposeful in a given situation, B might seek
someone to follow until in a situation where B is more confident and
purposeful.  (Purposeful: has clear goals, is controlling for them with-
out major conflict) We can discuss why this is so.

If I am B in such a situation, I will follow one who appears confident
and purposeful rather than one who appears unconfident and irreso-
lute.  We can discuss why this is so.

Some people are unconfident and irresolute and conflicted in much
of their waking experience.  I suspect that many such people came to be
so because of childhood experience with adults who emphasized con-
formity with external authority and arbitrary standards, enforced in
punitive ways.

It can happen that such a person feels confident and purposeful in an
institutionalized social context with clearly assigned roles and relation-
ships of relative authority, in accord with standards established for those
institutions.  Such people can become “leaders” within that framework.
They know “the system.” They become very anxious outside it, and
resist contradiction to it.  I think that outside the system they fear unex-
pected punishment; my experience is that outside the system (that is, in
circumstances in which they can no longer interpret their perceptions
as within the familiar institutional context) they become unconfident
and irresolute.  They often despise indecision and lack of confidence.
(Such people, by the way, are unlikely to be drawn to HPCT at this stage
in its history.  And this parallels the familiar left/right ideological di-
chotomy.)

I suggest that charisma depends in part upon the appearance of con-
fidence and purposefulness.  As you have suggested, Dag, this connects
with sales and marketing, where the pumped-up appearance often out-
strips the basis of confidence, and the real purposes are ulterior.  But
charisma can be genuine.  When you’re looking for the exit in a crowded
waiting room, a person walking quickly in one direction with a suitcase
has some charisma.

The ad hoc situational leadership and functional (not authoritarian)

hierarchies of anarchism depend upon this, especially in cases where
the participants lack detailed knowledge of another’s capacities.  “You
seem to know what you’re doing.  How do you think we can make this
go?”

Now: Can a control system manipulate another control system?  Can
a control system exploit another control system?  I believe these are
some of the negative senses of “leadership” and “charisma” that you
are resisting.  Am I right?  I think HPCT does not show that these do not
exist.  1t only shows that they cannot work as intended.  Social institu-
tions can help people persist in being slow learners about this.

Dag Forssell: Bruce, when I said that “I can’t conceive of a control sys-
tem wanting to follow,” I did not mean to be so literal.  I meant that it is
not the nature of a control system to “follow,” whatever that is.  I appre-
ciate your post.  Your restating my points, paraphrasing rather, is a very
good thing.  It shows me how my careless wording can be
(mis-)interpreted.  You are doing a good job of sorting out technical
alternatives and aspects of “following.”

I am resisting what I perceive to be extremely common stereotype
interpretations of leadership and sales, where I sense an interpretation
that leadership and sales are indeed “manipulation” and “exploita-
tion.” This I read into Bill’s original refusal to lead and some com-
ments about sales at past CSG conferences.  In turn, this leads to an
aversion to consider these major applications of HPCT.  Still my per-
ceptions, of course.

If you substitute “manipulate” with “inform” or “guide” or “en-
lighten” or “teach,” and “exploit” with “mutual benefit,” the substance
of the interaction does not change from an HPCT point of view, but the
emotional, stereotype flavor changes dramatically.  We are still talking
about leadership and sales and mutual economic advantage.

Certainly the members of this net want to sell HPCT to the world.  Is
this “manipulation” and “exploitation”?  I would not label it that.  But
mention leadership and sales.  What comes to mind?  Some brutal, self-
ish “leader” on the one hand, and pusher of overpriced junk nobody
wants or needs on the other.

These terms are among the unexamined “human pie slices”—system
concepts from pre-HPCT days—that can benefit from some HPCT light.
By looking closely at this, perhaps a way to sell HPCT can be found,
vastly superior to the frustrating sales efforts in the psychological jour-
nals that are discussed on the net, but are not labeled as such.  (These
journals are a minuscule market compared to the rest of the world, and
the one market where we know that HPCT is not welcome).

The way there is to forget about “manipulation” and “exploitation”
and instead examine the best interest of and control processes in the other
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autonomous control system, whether we call it follower or buyer.  This
done with full visibility to said follower and buyer, of course.  There is
no need to hide the interest and control processes of the leader or sales-
person, either.  The exchange of goods or services should benefit both
parties.  Otherwise we have reverse manipulation and exploitation.

Leadership and sales both can be honorable.  HPCT can show how.

Rick Marken: PCT will always have a hard time.  People just don’t like
to believe in autonomy for anyone but themselves.  And they will ap-
parently continue to wage war on autonomy even though the conse-
quences of that war are precisely the opposite of what they hope to
produce.  I am speaking of the “war on drugs”—the greatest and most
sustained crime creation program in history.  Here is a clear case of try-
ing to do, at a societal level, what we have agreed is useless on an indi-
vidual level: society is trying to forcibly change the reference level of a
controlled variable (drug usage)—trying to force it to zero for every-
one.  I object to this idiocy, not because I want to take drugs (the usual
assumption about those who want to end this drug war idiocy), but
because things I care about are endangered.

The only solution is to go up a level (“what do you folks really care
about?”) or have a police state (a temporary “solution,” at best).  It
looks to me like a solid majority would choose the police state in a
second.

If there is a fundamental postulate of PCT, it is that organisms are
control systems.  A functioning control system is able to make its per-
ceptual experience match its references for that experience; I call this
“autonomy”—the normal operation of a control system.  Anything that
prevents normal operation is the cause of a malfunction.  Conflict is an
example of a control system malfunction; conflict prevents autonomy—
i.e., the ability to control.

The drug war is an example of control systems in conflict.  So the drug
war is an example of control systems that are malfunctioning.  There is
no moral judgment here; that would imply that I like the goals of one
group (the drug warriors) better than I like those of another (the drug
takers).  In fact, I personally don’t care for either of their goals, but that
is not why I don’t like the drug war.  I don’t like it because there is
conflict between control systems; this conflict might have unpleasant side
effects for me (I might get robbed by a druggie who has to pay high
prices for highly abundant substances, or have my house broken into
by an overzealous SWAT team that’s off by a digit on the address of a
crack house).  But the chances of those side effects are fairly low.  I really
object because conflict prevents the functional operation of the control
systems involved; neither party (drug warrior, drug taker) is able to
function as a full-fledged hierarchical perceptual control system.

The conflict would be solved, of course, if the druggies decided to
stop taking drugs or the warriors decided to stop fighting drug takers
(and suppliers).  Either approach would end the conflict and people
could start functioning again.  I favor a solution to this conflict based on
the drug warriors changing, because they are the ones who created the
conflict by trying to control other control systems.  The other control
systems (druggies) maintain the conflict by maintaining their references
for the perception that the drug warriors want them to change.  But
somehow (and it’s hard for me to articulate it without becoming moral-
istic) it seems to me that it’s a lot easier for the drug warriors to stop
controlling for what the druggies are controlling than it is for the
druggies to change their own reference for what they are controlling.

The reason the drug warriors are the problem is because they must
push against another control system in order to control the variable
they want to control.  The victim (the druggie) could (and did until the
drug warrior came along) control the variable s/he is controlling with-
out creating conflict in another control system at all.  So one set of con-
trol systems (the warriors) are creating conflict by trying to inhibit the
autonomy (not consciously, but that is what they are doing) of others.
Since the warriors don’t understand PCT, they are creating this mal-
function out of ignorance.  So I still have no moral complaint here.  The
drug war is just malfunction—producing idiocy (stupidity) that results
from a failure to understand the nature of autonomy.  So problems like
the drug war can be solved, not by trying to articulate better moral prin-
ciples, but simply by understanding how control systems work.  A per-
son who understands control theory simply shakes his/her head in dis-
may at drug warriors—just as a person who understands plumbing
shakes his/her head in dismay at somebody pouring grease down a
drain.  Both are just watching people create malfunction.

Ed Ford: It seems to me that when two or more living control systems
find themselves in the same environment, in order for them to live in
harmony and cooperatively, they have to agree on a way things ought
to be, a system of concepts, which are best expressed and set forth by
agreeing to a set of standards upon which they base their choices as
they attempt to find satisfaction while living together.  (I see standards
as synonymous with rules, criteria, principles, guidelines, etc.) Thus the
needed harmony between levels of the hierarchy in social groups.  As
they live their lives, trying to satisfy their own individual goals, the
choices they make, if based on agreed-to standards, will more than likely
make it easier for them to live in harmony with each other.

In the order of nature, we first learn to follow standards as children at
home and then, ultimately, to set our own.  For us to live in harmony,
we must always set rules while respecting the rights of others.  Whether
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at home, at school, at work, in an institutional setting, or just buying
gasoline, we are constantly surrounded by standards and rules.  Thus
the need to learn to follow standards as well as to set our own stan-
dards while resolving our internal conflicts.

Any time I deal with anyone, whether in private practice or elsewhere,
standards and rules are a part of life.  Whether it is setting standards for
the kind of spouse we want (thus to help us make a choice), or wanting
to get along with a parent, or getting through school, or interacting prop-
erly on the net, etc., standards are a part of life.  However, in order to
help living control systems resolve their own internal conflicts and to
teach them how to deal with their lives, there has to be a basic under-
standing of standards and rules and of how consequences and choices
are integrated into the standards concept already established in the set-
ting where they are being taught.

My experience over the years has taught me that there are tremen-
dous differences in the understanding of the role of standards, the mean-
ing and place of consequences and choices.

Rick Marken: I just don’t get it, Ed.  What does “teaching standards”
have to do with a PCT-based view of human nature?  What I get from
PCT is the idea that nothing could be less important—the actual sub-
stance of a person’s references for relationships, programs, categories,
principles, “standards,” etc.  matters only in terms of how these satisfy
higher level goals.  The system should just be error-free—and this hap-
pens by having working (conflict-free) control systems.  Of course, such
systems will be setting the “right” references for perceptions like your
“standards,” but they are right from the perspective of the control sys-
tems (they combine appropriately with prevailing circumstances to
achieve the higher level goals).  What is at any time a “right” setting for
a particular standard from the point of view of the control system might
very well appear to be a wrong setting from the point of view of some-
one who “knows the right standards.” I know that some of the people
you are dealing with have interfered seriously with other people in their
efforts to achieve their goals.  So, obviously, your goal is to teach them
to act without hurting others, i.e., “follow the rules.” I think this is great,
but you should be clear that this focuses your treatment strategy on
getting a person to act in ways that are better for you—and, inciden-
tally, for the person him/herself.

A person who wants to perceive him/herself as socially cooperative
would be creating a big conflict for him/herself if, for some reason, the
reference for a perception with a socially accepted reference (like wear-
ing clothes in public) were changed to a different value.  But I don’t
believe that there are any “standards” perceptions which, if controlled
at a particular reference level, would be intrinsically internal-conflict

producing; conflict depends on what other perceptions a person is con-
trolling and at what level.  I think Ed believes that there are certain
intrinsically intrapersonal-conflict-producing standards-perception ref-
erence settings.

I do believe that there are settings for references for standards percep-
tions that produce interpersonal conflict—there are lots of them.  Such
conflicts occur because carrying out the purpose tends to produce dis-
turbances to intrinsic variables in the other person; there is a biological
basis to much (but not all) interpersonal conflict.

Martin Taylor: Rick, when there is conflict, there might be reorganiza-
tion, and as Bill has often pointed out, that reorganization will tend to
drive the conflicting systems into less conflict.  If I do not conform to
your standards, we both experience conflict if you care enough to try to
make my actions conform (you can’t see what I am “doing,” but you
can see my actions), and if your efforts make me unable to satisfy some
references.  So, point 1, it is not just me who experiences conflict and
might reorganize.  You might, too.

If a community has developed /evolved a set of standards that re-
sults in low levels of conflict when everyone adopts those standards for
their actions (again, not for what they are “doing”), the standards will
be rather stable.  They work, because whatever people are “doing,” their
actions permit them to control their percepts adequately.  That’s what is
meant by low levels of conflict.  If the “standards” don’t have this ef-
fect, and people find that they experience high levels of error when act-
ing according to the standards, some people will reorganize one way,
some another (it’s random, after all), and the standards will disinte-
grate, perhaps to re-form as a new set of standards that provide lower
overall error rates.  Sets of standards that lead to sustained high error
levels in many people are not stable.  So point 2 is that if many people
adhere to standards, it is because those standards do not conflict with
the ideal of low intrinsic error.

I agree that there probably are no standards that we could call “in-
trinsic,” but there are probably some reference levels that cannot be com-
ponents of stable community standards.  These will not be found in the
standards of viable communities.  But sets of standards probably fit to-
gether in clusters that are stable as a group that can be taken into or left
out of a total system of standards.  Different sets of precepts based on
the teachings of long-lasting religions probably form such groups.  I
would imagine that the number of such sets that could be stable is un-
limited, but the societies of the world might have found only a few tens
of them.

If an individual lives in a community with stable standards, but does
not use them to set the relevant reference levels, that individual will
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find conflict in many of his/her interactions with other members of the
community, whereas the other members will find conflict only in inter-
actions with the deviant.  The deviant is more likely to reorganize than
are the other members, and if the standard set is truly stable, this reor-
ganization will continue until the deviant acts according to the stan-
dards and, at the same time, finds his/her reference levels generally
attainable by non-deviant actions.

I suspect that most sets of social standards are not truly stable, and
perhaps there are no possible sets of standards that lead always to zero
error as a consequence of interactions.  In a non-stable, or conflict-re-
taining, set of standards, all members of the community are liable to
reorganization, and the standards themselves will drift in a way directly
comparable to linguistic drift—and for the same reason.  The result could
be the breakoff of heretical groups, or a more or less unconscious shift
of mores, or other shifts.

Serious problems arise when individuals who belong to different
communities with incompatible standards have to interact.  The in-
compatibility of the standards sets is defined by the existence of con-
flict when one individual uses one set and the other the other set.  One
or both must reorganize.  When you have large numbers of individu-
als from each community meeting, then either one community will
lose its standards (its “culture”) to the other, or both will have to de-
velop supplementary standards to deal with the interactions.  That
way lies stereotyping of members of “other” communities, but it might
be a necessary way to handle the modern possibilities for world-wide
interaction.

It’s all based on the iterated interactions of individuals, and one-on-one
reorganization based on the conflict that occurs.

Rick Marken: Martin says: “If I do not conform to your standards, we
both experience conflict...” Not necessarily true.  Here you are talking
about interpersonal conflict; we “experience” it only in terms of the
success (or lack thereof) of our efforts to control variables (in my case,
perceiving you as conforming to my standards; in your case, perceiving
no loss of control as a result of my efforts—beating you, starving you,
locking you up, etc.—to get you to conform to my standards).  If one
person is a lot stronger than the other, s/he will “experience” no con-
flict at all in this conflict; s/he will just get the result they want.  If both
people are about equally strong, they will experience loss of control,
i.e., error with respect to some variables they are trying to control.  Of
course, being people, each will also be able to perceive the cause of his/
her lack of control: the other person.

My problem with this whole analysis is just the emphasis on
“standards”-setting as a basis for harmonious interactions in groups of

control systems.  I think this is almost certainly a crock.  As humans, we
do happen to be able to perceive at the system level, but that doesn’t
mean that controlling perceptions at this level is any more important
than controlling perceptions at other levels.  Herds of animals, for ex-
ample, work together just fine without agreement on (or ability to ex-
perience) standards, system concepts, principles, categories, or what-
ever.  Most everyday conflicts between people are usually over control
of perceptions that are at lower levels than “standards”—and people
work them out just fine.

I think organisms in groups “get along” when there are a sufficient
number of perceptual degrees of freedom (df) to be controlled—and
sufficient environmental df to allow all members of the group to con-
trol their perceptions.  This means that the organisms must be able to
perceive the environment in a way that allows simultaneous solution
of the perceptual df problem in the constraints of the environmental df.
Tom Bourbon’s studies of two people controlling the relative distance
between lines on a screen contributes more to our understanding of
what makes it possible for multiple control systems to “get along” than
does all our blathering about standards-setting.  Standards are just one
thing people have to be able to control—no more or less important than
controlling sensations, configurations, transitions, etc.  When people
can control their perceptions—and when each individual in a group
can control his or her own perceptions—then there will be no interper-
sonal conflict.  This is an achievable goal, but to get there, we have to
look in the right place; not at figuring out what standards people should
set, but at figuring out how to provide people—all people—with the de-
grees of freedom necessary to control their own perceptions.  We al-
ready know how to do this, actually.  PCT just shows why this is impor-
tant: The ways to do it are (1) population control (to preserve the avail-
able df); (2) education (to learn about the available df for controlling our
own perceptions—and how to control those perceptions more effec-
tively).

People have tried to solve their problems by finding the right stan-
dards for centuries (from the beginning of recorded history)—it not only
doesn’t work, it is the cause of most of our intractable problems (na-
tionalism, religious wars, etc.).  I suggest that we approach the problem
of interpersonal interaction from a PCT perspective; if people really are
input control systems, then PCT should have some scientifically and
practically useful things to say about how multiple control systems can
get along without conflict.  I think the answer is “degrees of freedom,”
not “standards.”

Martin Taylor: Rick, I’m a bit confused.  I knew this was foolhardy
territory to get into, but I can’t see what the discussion of interaction
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procedures that evolve into conventions known as standards has to do
with the system level.  You seem to be implying throughout your re-
sponse that the only place where standards exist is at the system level.  I
intend the term to apply at all levels relevant to interactions among
people, and I think it applies probably more to actions than to behavior
(using the PCT distinction that behavior is the control of one’s own per-
ceptions, whereas actions are not).  Standards include greeting patterns,
dress codes, thank-you notes for gifts, and all sorts of things for which
the external appearance is what matters.

If I can act according to the standards of my community, and never-
theless control my perceptions with little error, I won’t reorganize much,
and I will continue to act according to the standards.  If I don’t act ac-
cording to the standards and nevertheless am able to control my per-
cepts, I won’t reorganize.  But in most cases, if the standards matter to
many of the people with whom I interact, I will find that not acting
according to the standards might impede my control (I might not get
the job because I didn’t wear a suit to the interview; I might not get a
gift from Aunt Mabel because I didn’t send a note thanking her for the
last one), and I am likely to reorganize.  When my reorganization leads
me to act in such a way that I maintain control of my percepts, I will no
longer reorganize.

Real community standards are those that tend to induce reorganiza-
tion in people who don’t act according to them.  As I said before, their
stability is determined by the degree of conflict occasioned on average
in people who abide by them, because error will lead to reorganization,
and if there is a set of standards not very different from the current set
but that tend to lead to less error, then the community standards will
drift in the direction of that set.  The word “community” is diffuse here.
It is clearly weighted by the probability of interacting with any particu-
lar person, so for most people, I suspect the standards one develops
will be closest to those of the parents and older siblings, at least when
interacting with them, though other sets of standards might be devel-
oped for interaction with others (such as the local gang).

As you can see, I don’t think standards are anything that people con-
trol (or other herd animals, for that matter).  They are the products of
reorganization, not percepts.  They are the ways that percepts can be
controlled when other people are involved in the actions that together
form the controlling behavior.  All the same, I suppose that people can
model desirable organizations, talk about them, and explicitly teach
them to the young.  But the problem here is how you teach any behav-
ior deliberately.  The “standard” you can talk about is a model or a
simulation, not the result of a structural reorganization.  “Standards” is
the result, not the instigator.  It is the manifestation of the dynamics of
an uncontrolled interaction among control systems, not a prescription

for what should happen.  It becomes a prescription by methods fully
intelligible within classical PCT.

Rick Marken: Martin, the talk about standards is highly ambiguous—
sometimes I think people are talking about reference levels and some-
times about perceptual variables.  I thought we had clarified it earlier a
bit—my conclusion was that Ed Ford (the main “standards” guy) uses
the word “standards” to refer to “higher level perceptual variables”—
types of perceptions that might be described by words like system con-
cept, principle, value, belief, etc.  He tries to help people set the “right”
reference levels for these perceptions.  So my reply to your post was
really aimed at Ed—I just don’t think control of higher order variables
is any more important in social interactions than control of other per-
ceptual variables.

You say: “Standards include greeting patterns, dress codes, thank-
you notes for gifts, and all sorts of things for which the external appear-
ance is what matters.” So what you mean by standards is “perceptual
variables that involve another person.” Well, now we have another pos-
sible meaning for “standard.” Why don’t we just stick to the PCT-model
terminology (and semantics)?

And you say: “As you can see, I don’t think standards are anything
that people control...” Boy, you’ve got me.  In the quote above, it sounded
like standards were social perceptions.  Now they are something that
can’t be controlled.  And yet people reorganize when controlling them
produces conflict.  So it must not be failure to control standards that is
leading to reorganization.  But the reorganization leads to new, stable
standards.  So standards are a perceptible (to Martin) side-effect of reor-
ganizing to control perceptions that are not standards?  In other words,
people control perceptual variables; this can appear to an observer as a
process of converging on social standards.  Is this it?  If so, I completely
agree.

Martin Taylor: Rick says: “So what you mean by standards is ‘percep-
tual variables that involve another person.’ Well, now we have another
possible meaning for ‘standard.’ Why don’t we just stick to the PCT-
model terminology (and semantics)?” I’ve been trying to stick very pre-
cisely to the PCT model, but I don’t know of any standard terminology
to handle what we are talking about.

The problem with any definition of “standard” is that it is something
(let’s not say what) that one person applies to the observable actions of
another.  A person might apply standards to himself or herself, but only
as an observer, possibly in imagination, of his or her own actions.

Standards have a funny status.  I cannot control your behavior, be-
cause I have no sensory information that allows me to perceive it.  But I
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can control my perception of your actions, in the same way I can con-
trol my perceptions of the inanimate world.  To control perceptions of
anything, I perform actions (not controlled; the product of all past reor-
ganization), and if my reorganizations have been effective, my percep-
tual signals come closer to their reference levels.  If I hold reference
levels for my perceptions of your actions, the same applies.  I act, and if
the error signal does not decrease, there is a reasonable probability that
I will reorganize.  You, too.  We both reorganize if controlling each other’s
actions is not proceeding successfully (and if it matters—i.e., if we are
working at a reasonably high gain).  Our mutual reorganization will
probably wind up eventually in a situation where our perceptual errors
are not too large.  Then, each of us is acting according to the other’s
standards.  This cannot happen if it causes a more-than-compensating
increase in errors related to control of percepts outside the interaction.
The most likely end-result is that most people in a community use much
the same set of standards.

Naturally, the end-result of reorganizing through social interaction
and the control of the actions (not the behaviors) of each other will be
the existence of perceptual functions in each person that relate to pat-
terns of actions in other people (and perhaps in themselves).  Specific
reference levels for these perceptions will be associated with the prob-
ability of low errors in other perceptual signals, and those reference
levels might become the kind of “standards” that Rick was originally
talking about.

Ed Ford: Rick says: “I just don’t get it, Ed.  What does ‘teaching stan-
dards’ have to do with the PCT-based view of human nature?” I am not
teaching standards, but the intelligent evaluation and use of the ones
people create for themselves.  Or, I am trying to help people deal with
the standards in the environment in which they find themselves to sat-
isfy their own goals.  An example would be helping a person to think
through the best way to satisfy the goal of getting released from a lockup
facility within the reality of his/her present environment.

When you’re down in the trenches, you have to be very practical.
People can only achieve their goals by establishing in their own mind
criteria (standards, rules, guidelines) upon which they are going to base
their decisions.  You say the system should be “error-free, “ and I agree,
and then you go on to say that “this happens by having working
(conflict-free) control systems,” to which I agree.  My question is: how
do you help another system get to that point?  When you set a reference
for driving on the freeway, for establishing a closer relationship with a
member of your family, for satisfying an employer or improving your
job performance in a working environment, for employing a worker, or
just for buying food at a grocery store, you surely do have standards or

criteria based on your references for the choices you’re going to make
to achieve your goal.  And in order for you to function in the environ-
ment in which you find yourself in some of the above situations, you
are going to have to become aware of what the agreed-to standards or
rules are that others in that environment have agreed upon to live by so
that you and they can function cooperatively.  You can’t see a reference
for safe driving, but you can see stop signs and speed limits, and you
are made aware when you get a driver’s license of the various rules or
standards for driving.

Obviously, my friend, you have never read my book Freedom from
Stress, which goes into great detail explaining the relationship of stan-
dards, principles, or whatever you want to call them, to the other levels
of the hierarchy of control, and how all of that understanding helps
people control much more effectively and efficiently for references or
goals.  You just don’t deal exclusively with the highest goal.  And, more
importantly, the various people with whom I work evidence a need for
help in learning how to use their system more efficiently so that they
can function more effectively and get what they want.

People are able not only to articulate, prioritize, and evaluate refer-
ences, but also to set appropriate standards or rules or criteria that will
help them reach their goals.  Also, these rules or standards will then act
as guides for the various choices they have to make if they have learned
to use their systems properly.  What I am trying to say is that you teach
people how to use their own systems, to set their own goals, their own
standards upon which they can make choices, because PCT teaches me
that that is how the system is designed.  This hierarchical system is highly
interconnected, cross-connected, and interdependent; being able to sat-
isfy goals often demands the awareness and evaluation of all of these
various levels.  And you know what?  It all works.

I never, ever push people to act in a way that would be better for me.
That is absolutely wrong.  Please explain to me how this focuses my
treatment strategy on my goals (except that of helping them to func-
tion more effectively and responsibly on their own).  Have you ever
seen me work with anyone or explain what I do through a role-play
demonstration?  I suggest that you read the role plays in chapters nine
and ten in Freedom from Stress.  If these people are a part of my life, a
necessary part of the environment in which I attempt to live and work
cooperatively with others (for example, at work or at home), I have to
find out what their goals are, what they are planning to do, how they
perceive things, so that I can deal with my life within the reality of the
choices these others are making.  In my counseling, it is the clients who
are asking for help in learning how to deal with their world in such a
way that they can satisfy their internal reference signals, including get-
ting along with the people in their lives.  It is these living control sys-
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tems who are asking for help.  They are asking to be taught the skills of
functioning more efficiently and to learn how to reach their goals with
the least hassles.  My goal is to help them with what they want.  The
last thing I want to do is impose my values or beliefs on them.  They
are going to have to deal with the consequences that are a result of the
goals, standards, and choices they make.  I teach them how to manipu-
late themselves, to ride their own bike, to make their own choices, to
satisfy their own goals.  To manipulate people in such a way as to get
them to do what I want is totally against good, sound counseling and
teaching, and totally against the PCT design.  It is totally repugnant to
everything I believe.

Rick Marken: Ed, you say: “People are able not only to articulate, pri-
oritize, and evaluate references, but also to set appropriate standards or
rules or criteria that will help them reach their goals.” Well, you might
be working down there where the rubber meets the road, but you are
dealing with some enormously prescient people; apparently, they are
able to know what the state of the world (disturbances) will be when
they set their standards, rules, and criteria so that these will be appro-
priate and allow them to reach their goals.  How can they do this when
the disturbances they will actually encounter are unpredictable and,
often, undetectable?  I thought that PCT made it clear that the only ap-
propriate settings for any references are those that, when the outputs
resulting from these reference settings are combined with prevailing
disturbances, produce the intended perceptual results.  Thus, you might
be able to direct a person’s attention to the perceptual variables that
might improve his/her ability to control other perceptual variables (the
ones that he/she came in complaining that he/she could not control),
but you cannot possibly know in advance the appropriate settings for the
references for these variables.

And you say: “The last thing I want to do is impose my values or
beliefs on them.” I never meant to suggest that you did; I know you
don’t.  I am just questioning the idea (at least as you describe it, and as
I understand it) that one can help another person control better (which
is what I imagine to be the goal of PCT therapy) by suggesting that
there might be appropriate settings for one’s references for any percep-
tual variables—rules, standards, principles, whatever.  The “appropri-
ate” setting of a reference must vary with circumstance if the intended
result is to be produced.  So it’s not that I think you are trying to impose
your values—it’s that you are suggesting that there are values that are
right for the client.  This is correct, as far as it goes, but the rightness of
that value is relative; it depends on what they are trying to achieve at a
higher level (which I think you clearly understand), and it depends on
prevailing (and unpredictably changing) circumstances—so that the set-

ting for the value that achieved the higher order goal at one time almost
certainly won’t do at another time.  It is this latter aspect of “setting
standards” that I don’t hear reflected in your ideas.

Ed Ford: Rick, it is easy to say things in words in the theoretical realm.
I wish you would use several examples.  It would be much easier for me
to understand and to deal with precisely what you are saying.  In any
event, I will try to respond to what you’ve said.

Any time we have a goal (reference), and we attempt to achieve this
goal, the standards or criteria we set can be set for many reasons, many
having to do with other references that interconnect or interrelate to the
main reference we have.  Whether I am trying to decide on which uni-
versity to attend, or a young woman to marry, or to drive on a freeway,
or to exercise, or to eat “healthier” foods, or where I want to live, or just
to call a friend, all of these references are going to involve my making
choices which are going to involve other important references.  I might
set some standards for the kind of woman I want to marry, but in my
attempt to satisfy this goal, I might have to adjust my standards if my
choices reject me.  I might have certain standards for the way a happily
married couple should live; obviously, those of us who are (or were)
married have found a constant adjusting of standards very necessary to
meet the “happy and warm, loving relationship” goal.  As a vegetarian,
I have very strict standards for what I eat, but I don’t try to impose
these standards on those with whom I live.  Often, when asked to dine
at the home of a friend, I am willing adjust some, but not all of my
standards (I’ll eat some cheese, but never meat or fish).  I have been
successful at maintaining a no-smoking policy in my house by asking
visitors who must smoke to please do it outside.

All of the perceptual variables with which I am trying to deal can be
controlled only by satisfying all of the other interconnected references,
as well as the one I’m trying to satisfy.  Standards can describe in spe-
cific terms the kinds of variables you are controlling for; they can also
describe the outer limits you are willing to go to to reach or achieve
your references, including how much disturbance you are willing to
tolerate.  Standards can also be tied to other references that are defi-
nitely interconnected or interrelated to the present references which you
are trying to satisfy.

I am certainly not getting people to articulate “appropriate” settings
for references.  Rather, they articulate and then evaluate their present
settings for their references and see if these particular settings are the
most efficient or best settings and the best standards for helping them
to reach their goals.

It is the person who has to discover the specifics of his/her conflict
and the essential elements within the conflicting area that need to be
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evaluated, including the references and priorities they’ve set, the stan-
dards and criteria they’ve established, and the choices they’ve made—
and whether anything in this conflicted area needs to be changed or
altered to reduce the conflict.  You see, Rick, this is what I’ve been try-
ing to do.  It isn’t the counselor who has to discover all of this, it is the
person who is having the conflict who has to discover it.  All the coun-
selor is doing is helping or teaching the person to better use their sys-
tem more efficiently and effectively.

You say: “So it’s not that I think you are trying to impose your values—
it’s that you are suggesting that there are values that are right for the
client.” No, I am not.  I am suggesting that the client find the standards
or criteria that work best for him/her in the situation in which he/she
finds himself/herself.  My job is to teach them how to use their hierar-
chical systems, as suggested by PCT.  When I ask them about their vari-
ous levels, I am actually teaching them to think “level-wise” and to think
about the interconnectedness and the interrelationships involved.  From
that, they are better able to articulate to themselves (and to me) the spe-
cifics of what is going on in their worlds.  The more they understand
how their living control systems work, the more they are able to use it to
their own advantage.  Therein lies the beauty of PCT, and especially the
levels.  When the levels are understood in light of how we function, they
become much more useful to us, and our ability to manipulate our own
system to our own advantage is enhanced, so that we can satisfy our
own internal goals and thus eliminate or reduce conflict to a point where
we can live with it.

You say “it depends on what they are trying to achieve at a higher
level (which I think you clearly understand), and it depends on prevail-
ing (and unpredictably changing) circumstances—so that the setting
for the value that achieved the higher order goal at one time almost
certainly won’t do at another time.  It is this latter aspect of ‘setting
standards’ that I don’t hear reflected in your ideas.” I have nowhere
suggested that once someone articulates their individual standards to
me, they are locked into those standards.  It is the ability of people to
recognize and utilize these levels to their advantage to deal with their
conflicts that is important.  We all change standards all of the time.  It is
important that they first recognize the existence of the standards, the
part they play in how we think, their usefulness in setting and achiev-
ing references through the choices they make.  I don’t care whether they
change their standards or not.  We all change standards all of the time.
It’s being able to change within the context of avoiding or reducing
conflict that is critical.

When counseling (read teaching) others, it’s not what I think, it’s what
they think—my job is to teach them to think by helping them to build
confidence in their thinking ability.  When they learn PCT and what

goes into making up a living control system, they have the road map.
My job is to teach them how to use it.  They have to learn to use it when
I’m not around.

Rick Marken: Ed, your last post on standards cleared up a lot.  I know
that what you do is teach people to control their own lives more effec-
tively; sometimes, I take issue with the way you describe some of your
therapeutic goals.  But your last description was excellent and quite
compatible with my own sentiments about therapy (and they are just
sentiments, since I would never be able to actually do therapy as skill-
fully as you do it).

Ed Ford: I’ve always believed that there should be no conflict between
science and religion.  I’ve recently found evidence of this.  My grand-
daughter, Ruth, age five, from California, was visiting Hester and me.
Hester had taken Ruth and her first cousin, Sally Ann, age four, who
lives here in Phoenix, to a Christmas tree display, and on the return trip,
the two children were in the back of the car, talking.  The conversation
went as follows:

Sally Ann: My immune system takes care of me.
Ruth: Well, my guardian angel takes care of me all the time.
Sally Ann: All the time?
Ruth: Yes, all the time.  She’s always with me, everywhere.
Sally Ann: Well, if you just leave the body alone it will take care of

itself.
Ruth: Well, my guardian angel takes care of me all the time.
Sally Ann: Well, my immune system takes care of me.
They then went on to another subject.

Greg Williams: Ed, regardless of the potential and (I believe) actual
conflicts between science and certain religious ideas, it appears that the
major problem is religion vs.  religion.

Rick Marken: I think Ed’s young relatives were having a religious dis-
pute—no science involved at all.  Using scientific terms (like immune
system) to describe the cause of perceptions (health) doesn’t make it
science.  “Science” and “religion” are words that refer to lots of differ-
ent perceptual variables.  For me, the best definition of science was
given by Bill Powers: “disciplined imagination”; we invent models
(imagination) and then test to see if we observe in perception what the
model does when “switched on” (discipline).  This is a nice definition
because it makes it easy to juxtapose it to what I think of as the essence
of religion: “faithful imagination.” The crux of the difference is the way
you ultimately test whether your imaginings are “right.” In science,
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the final arbiter is God—i.e., the cause of one’s perceptual experience
(we call her Boss Reality).  In religion, the final arbiter is People—per-
ceptions are made to fit the faith (too often, violently).  (I should note
that, by this definition, much that is called “science” is not.  Lysenko-
ism in the USSR is an example of religion—faith in inheritance of ac-
quired characteristics—posing as science.) To my knowledge, there is
no religion that would qualify, by this definition, as a science.

Everybody seems to be making up different stories about god(s) and
what they say about the meaning of life and how we should behave in
it.  Seems like what we’ve got here are variable means to achieve a higher
order result—varying across people, anyway.  Wouldn’t it be marvel-
ous if we could learn to vary these means within one person—ourselves?
Then a “Serb” could see that s/he is “Bosnian,” too, and vice versa; an
Israeli could see that s/he is Palestinian, a Catholic could see that s/he
is Lutheran, an Atheist could see that s/he is Muslim, etc.  The solution
to the problem of religion (like the solution to any conflict resulting
from inflexible goals) is not to eliminate the goal but to rise above it;
PCT can help people get their consciousness to the level that is served
by controlling religious perceptions.  Once you get up there, you will
see that religious goals are arbitrary—but useful for satisfying the needs
of that higher level.  When you get up there, you see that choosing a
religion, ethnicity, nationality, etc., is just as useful (and arbitrary) as
choosing a nice book to settle in with on a rainy day; sometimes you
want a romance and sometimes only a thriller will do.

Dag Forssell: Rick says: “The crux of the difference is the way you ulti-
mately test whether your imaginings are ‘right.’ In science, the final
arbiter is God—i.e., the cause of one’s perceptual experience (we call
her Boss Reality).  In religion, the final arbiter is People...” What a mar-
velous, lucid insight.  And people can create and defend any system-
concept religion they want, teach it, fight for it, and die for it.  Witness
the sorry spectacle in India.  No Boss Reality arbiter there.

Rick also says: “To my knowledge, there is no religion that would
qualify, by this definition, as a science.” Some years ago, I attended Re-
ligious Science, Science of Mind (several times).  They would take a text
from the Bible, another from the Koran, a third from some Buddhist
book.  They suggested that there have been many good teachers, but
that none is a God any more or less than you and 1.  In every affirma-
tion, song, and message, I was able to substitute the word God with
“laws of nature.” The one thing that was supernatural was “treatment.”
So I guess they fall down like all of the others.

Religion is more than a system concept, though.  It is also a social
club.  There is where much of the strength and value comes from.  And
the coercion.  If you don’t say you believe in what we say we believe in,

you can’t play in our sandbox.  You might get ostracized from your
family, friends, and community.  Better go to church on Sunday.

Ed Ford: The purpose of my post about Ruth and Sally Ann was to
share with friends a delightful and amusing interchange between two
innocent children.  What I enjoyed most about their conversation was
how different their perceptions were and how they tolerated that dif-
ference.  It was meant to be light and amusing and not a serious com-
ment on or about religion.

Years ago, the foreword to a movie with a religious theme read as
follows: “To those who believe, no explanation is necessary; to those
who don’t, no explanation is possible.”

Rick says: “The solution to the problem of religion (like the solution
to any conflict resulting from inflexible goals) is not to eliminate the
goal but to rise above it; PCT can help people get their consciousness to
the level that is served by controlling religious perceptions.” It depends
on whether, for a particular individual, his/her religion presents a con-
flict.  For me, it doesn’t.  It is highly compatible with everything else
that goes on in my head, including and especially PCT.  Secondly, I see
it at my highest level.  It does give me satisfaction at the very highest (in
terms of priorities) system concept I have, which, for me, is to be one
with my Maker.  Obviously, there are standards that flow from that sys-
tem, and choices I make based on those standards.

And Rick says: “Once you get up there, you will see that religious
goals are arbitrary—but useful for satisfying the needs of that higher
level.” I think it would depend on an individual’s own perceptions of
when he or she was up there, and how he or she perceived his or her
“religious goals” and the other needs at the higher level.  It is interest-
ing when someone comes on the net and claims to understand PCT,
and then says things that are obviously different from what we all have
experienced through our own individual work.  Even among those in
the CSG, we all understand PCT according to how we have created it in
our perceptual systems, from what we have done, read, observed around
us, perceived as useful, experienced in creating ideas from it, perceived
from building models based on it, etc.  Many of us have understand-
ings that others will never have.  My wife’s understanding of what it is
like to have a child is quite different from mine, and, obviously, I’ll never
understand her experiential knowledge.

Rick also says: “When you get up there, you see that choosing a reli-
gion, ethnicity, nationality, etc., is just as useful (and arbitrary) as choos-
ing a nice book to settle in with on a rainy day; sometimes you want a
romance and sometimes only a thriller will do.” Again, “you see” refers
to what you perceive, not what everyone will perceive “when you get up
there.” I think that you presume a lot when you state that you under-
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stand everyone’s knowledge of how they will perceive an experience
you’ve only had in terms of your own individual perception of your
own created experience.  Your knowledge of religion is limited to what
you presently perceive, just like my knowledge of PCT (or anything
else) is limited to only what I have built into my own perceptual sys-
tem.

Dag says: “Some years ago, I attended Religious Science...  They sug-
gested that there have been many good teachers, but that none is a God
any more or less than you and L” That was their perception, and you
accepted that as yours.  And I respect that.  However, I don’t happen to
agree with that statement.  That’s my perception.

And Dag says: ‘Religion is more than a system concept, though.  It is
also a social club.” Again, that is your perception.  And again, I don’t
happen to agree with that statement.  My own particular religion is
based on fact, not fiction.  It is also based on 50 years of thought, study,
research, and lots of reading.

Rick Marken: Ed quotes: “To those who believe, no explanation is nec-
essary; to those who don’t, no explanation is possible.” Apparently, that’s
true.  What I want to understand is why it is true.  I want an explanation
of believing, itself, whatever the beliefs themselves might be.

Ed says: “It depends on whether, for a particular individual, his/her
religion presents a conflict.” I didn’t mean that religion is a problem
because it creates intrapersonal conflict.  I’m sure most devout people
are quite unconflicted about their religious beliefs.  The problem with
religion (and other high-level goals of the same sort that become fixed—
ethnicities, nationalities, etc.) is interpersonal conflict.  I don’t know if
you’ve looked at your local newspaper lately, but mine is filled with
violent, interpersonal conflicts over religions, nationality, ethnicity, etc.
People are fighting their brains out to defend perfectly arbitrary goals;
I consider this a problem-one that is so unnecessary that it is unbeliev-
able.  And the solution, of course, is for each person to be able to see that
their own ethnic, religious, or national goals, though important to them-
selves, are perfectly arbitrary; that it’s like arguing over whether cars
should be driven on the left or right.

To me, religion is (as I have said before) just something that people
do—like being a control theorist.  PCT is trying to understand all of
human behavior, and religion is certainly one of the most important
(and troublesome) things that people do.  It should be something we in
PCT try desperately to understand.

Bill Powers: It will not be possible for science and religion to get to-
gether until both realize that neither is Revealed Truth, and that both
are human ideas.  Of course, that is precisely what both sides have been

rejecting since the start of science.  One side points the finger at Nature,
the other at God.  Neither side, apparently, notices whose finger is do-
ing the pointing.

Greg Williams: I’d like to add one additional observation to Bill’s post
regarding the possibility of the religious and scientific “sides” getting
together.  In several forms of religion, and some (at least historical) forms
of science, accepting authority and having faith have been/are now
valued more (sometimes much more) than adjusting beliefs in the light
of new evidence.  Modern science at least gives lip service to the idea
that one’s own finger should be doing the pointing, unencumbered by
pleas or threats from others.  But that is anathema to some modern reli-
gions.  One reason that a discussion of “science vs.  religion” is appro-
priate on CSGnet, in my opinion, is that the issue of self- vs.
otherdetermination is right at the heart of what control theory has to
say about the chances of an individual successfully coping in a distur-
bance-filled world.  On the other hand, high-level reference signals
(within a broad spectrum) appear to be very loosely coupled to
day-to-day survival (assuming you aren’t in a holy war, of course), so I
don’t feel much missionary zeal for going around begging folks to re-
cant what they accept on authority.  And if I did, I wouldn’t rail against
the beliefs themselves so much as against why they are held.  As a gen-
eral principle (based on PCT ideas), it would appear that breaking cor-
recting loops (e.g., accepting dogma uncritically) is dysfunctional.  Yet
people do it all the time and seem none the worse for it.  Of course, their
neighbors might be much worse for it!

May your neighbors not be extremely dogmatic.

Rick Marken: I partly disagree with Bill’s post on religion and science
getting together.  I think there are many scientists (the good ones) who
understand that their models are human ideas, and that “nature”—the
cauldron in which these ideas are tested—is just their own perceptions.
I think there are also religionists who understand that religious models
(myths) are human ideas, and that “spiritual experience”—the cauldron
in which these ideas are tested—is just their own perceptions (human
experience).  I would venture to guess that there are far more scientists
like the above than there are religionists.  The reason for this is that
implicit (or explicit) in most religions is the idea that you must believe
that these ideas are Revealed Truth or else you, your people, or the hu-
man race are in deep trouble.  I don’t think this latter assumption is part
of science—although I agree that many scientists act as though such an
idea were part of the game; that is where science and religion become
one—as Bill says, when their ideas (models, myths) are treated as re-
vealed truth rather than human invention—invented for a purpose.
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Bill Powers: There are two sides to religion.  One of them, the good
side, consists of the attempt to adopt and live out principles that make
civilization possible.  As most people never think about such things
except in the context of a religion, one wonders what the world would
be like without such formalized social systems of belief.

The bad side shows up because people have different religions.  If
those living under principles of love and tolerance could actually live
up to those principles, all would be well.  But aside from the fact that
not all religions preach universal brotherhood, it doesn’t seem possible
for people to live up to their religious principles when those principles
disagree with someone else’s.

The basic reason, I think, is the assumption of supernatural origin of
the religious principles.  When you believe that you are in receipt of the
word of God, directly or through an authorized dealer, there can be no
tolerance for deviations.  The word of God is absolute.  This means that
if a different group claims to have heard a different word, or a different
interpretation of words, the other group must simply be wrong.  Every
religious group must feel this way about every other group, no matter
what they say.  Very quickly, this comes down to the choice of convert-
ing the other group to the true belief (“saving” them), isolating the other
group, or eliminating the other group.

Each group, of course, must resist all attempts by the other groups to
evangelize, because succumbing would be going against the word of
God.  The loop gain, with respect to adhering to the word of the Infi-
nite, must be infinite.  This means that even minor differences of doc-
trine can lead to maximum conflict.

All that saves us from continuous violent confrontation between reli-
gions is that very few people are actually as religious as they think they
are, or claim to be.

The greatest mystery of the human mind, in my view, is the phenom-
enon of Belief.  Nazis are easy to deal with, because their beliefs are
threatening to our physical safety, and we can flatly reject them.  But
what about other belief systems, invented and accepted apparently at
random?  Is the human mind just naturally susceptible to any belief
that comes around, no matter how childish and full of holes?  Is there
something about our highest levels of organization that demands some
belief, any belief, to fill the vacuum?

It seems to me that before we can have anything approaching sanity
on our planet, we must begin to understand how belief systems get
formed and how to keep them from overpowering people—how to
leave a little freedom of belief, so that knowledge about the whole world
of experience can play a part in forming belief systems.  I haven’t the
slightest idea of how to do that, except by continuing to point out that
different people believe different things, a fact that ought to give any-

one pause who is convinced that his/her own belief system is the only
right one.

Or is this a level at which we are all helpless, including me?

Rick Marken: Bill says: “The greatest mystery of the human mind, in
my view, is the phenomenon of Belief.” I agree.  We should explore this
from a PCT perspective.  The problem, of course, is that, when it comes
to many of one’s own beliefs, they are not treated as beliefs, but as knowl-
edge.  I think many of our most tenacious intrapersonal and interper-
sonal conflicts are the result of controlling perceptions based more on
beliefs (replayed reference signals) than on Boss Reality.

I think it would be worthwhile to say what beliefs are in the context
of the PCT model—to describe examples of the everyday beliefs that
people are walking around with (from the divine, like religious beliefs,
to the profane, like beliefs about the “right” foods to eat); also, it would
be nice to discuss the difference (from a PCT perspective) between be-
lief and knowledge.  I know this is a difficult discussion to have, pre-
cisely because beliefs are so important to people.  With Bill, I ask, “Why
is this so?” Why do people fight to prove that what they do not know is
so?  There must be a reason that this species has been willing to perse-
cute itself for millennia over fantasies.  It must be an aspect of our na-
ture as control systems.  What is it?  I think that this could be a very
satisfying (and even therapeutic) investigation.

Bill asks: “Or is this a level at which we are all helpless, including
me?” No.  I think people, like you (and me?), who are willing to con-
sider the possibility that anything we think could be just a belief and,
more importantly, are willing to wonder what a belief is, are not help-
less victims of our beliefs (at least, when we are able to keep our aware-
ness “above” the levels that create those beliefs—something that I don’t
do nearly as often as I would like).  I think it requires some effort to
defeat some of the insidious consequences of belief, but it can be done,
I think.

Ed Ford: It seems to me that belief systems are formed by living con-
trol systems as they try to establish harmony within themselves as a
result of their attempts to find satisfying experiences from the environ-
ment in which they find themselves.  The choices we make and the stan-
dards we’ve set ultimately evolve into systems of ideas, or the way we
think things ought to be.  I think this harmony, this internal peace or
internal integrity, is what the living control system is continually striv-
ing toward.  Obviously, our knowledge of what’s available is limited by
our perception of the environment in which we find ourselves, plus
what becomes available to us through reorganization.  What we create
out of what we perceive is what ultimately becomes what we are.
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I think humans tend to accept the system concepts of those who they
perceive love them and whom they love or admire.  Obviously, if there
are internal peace and harmony where we live, then the prevailing sys-
tem concepts of our parents/friends are most likely to be perceived as
acceptable.  Those systems are ultimately tested when children (and
later adults) are faced with choices which are in conflict with the pre-
vailing or accepted system concepts.  But to me, the ultimate test of a
system concept is that first it brings internal harmony or peace to the
person.

I don’t believe a belief or value system (system-concept level) over-
powers a person.  I believe many people choose systems and elements
of those systems and create their own standards from how they per-
ceive those systems to justify the choices they’re making, in their at-
tempts to find that elusive peace and harmony that all living control
systems are trying to establish.

When a person harms another living control system, his/her system
concept is brought into disrepute.  And this shouldn’t be.  I don’t think
it’s right to blame Christianity for the acts of those who, claiming to be
Christians, do harm to others, any more than it’s fair to blame any sys-
tem of ideas on those who claim to be adherents, but who go about
harming others.

The second important test of any system concept is the respect shown
to those “who don’t belong, who don’t believe.” Therein lies the critical
test of any system of beliefs, namely, that everyone is shown respect, as
having value as a person.  That, to me, is the real test of a valid system
of beliefs.  If from a system concept I am able to establish standards and
make choices that bring me the internal peace and harmony within my
system and at the same time that system concept leads me to see value
in others and respect their right to make choices, then the system has
value.  In short, when we harm others, we harm ourselves, and in the
process the very harmony and peace we are seeking are lost.

When a person is in conflict and uses a system concept to justify ac-
tions which bring harm to others, I don’t think the system concept is
wrong, I think the person is wrong.  And I don’t think the belief system
overpowered them, they merely used the system “to justify their own
means.” I think people tend to overpower themselves by setting impos-
sible standards or goals, by trying to change things over which they
have no control, or by making ineffective choices in a desperate attempt
to bring harmony or peace to their system.

Because I’m a living control system by design, my system concepts
are very unique to me.  No one quite perceives things the way I do.  And
I think the test for whether our systems of beliefs are valid are our own
internal harmony and peace, and the respect and value we assign to
others.

Rick Marken: Ed says: “I don’t believe a belief or value system
(system-concept level) overpowers a person.” A belief and a system con-
cept are not the same thing.  A belief in PCT (I think) is an imagined
perception: this means that beliefs can occur at any level of the hierar-
chy (except for the lowest); we can believe that the sky is blue (sensa-
tion), that it will rain (fluid transitions?), that we’re loved (relationship),
etc.  We can also have beliefs that are system-concept-level perceptions
—I can believe that I am a control theorist.

Beliefs (by my definition) can also differ in terms of one’s ability to
produce or experience them as perceptions (rather than just as imagi-
nations).  I believe my car is in the lot, and I can produce that percep-
tion; I believe that Mozart was the means by which God spoke to hu-
manity, but I can’t produce that perception (I can certainly produce the
imagination).

Our ability to “believe” is, I think, one of the things that makes
life fun; it makes it possible to be entertained by stories, plays, and such.
I think it also makes life a bit more tolerable (as Ed said, it helps us “find
that elusive peace and harmony that all living control systems are try-
ing to establish”).  It does this by “filling in” the unachieved aspects of
the perceptions we are controlling; we believe that we are “loved,” for
example—and we create a perception that is based mostly on Boss Re-
ality but that is “filled in” a bit by belief (imagination) so that our con-
trol seems a bit better than it might actually be.

But you can see that what is good about belief is what could also make
it a problem; belief makes stories fun because we treat the imaginations
as though they were “real” perceptions; but what happens when we
forget that they are not and never were real perceptions?  We get what we
see—people willing to die or kill to control for imagined perceptions.

I think it is interesting that when the “filling in” done by belief gets to
be a bigger part of perception than the part constrained by Boss Reality,
we call that “insanity.” But when the “filling in” is total—so that there is
no constraint of Boss Reality—just belief based on made-up stories (the
Bible, the Koran, etc.), we (some of us) call that “wisdom” I suggest that
we call it what it is: “total insanity.”
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The Blind Men and the Elephant:
Three Perspectives on the
Phenomenon of Control

Richard S. Marken
10459 Holman Avenue, Los Angeles, CA 90024

Abstract

Behavior has been described as a response to stimulation, an output
controlled by reinforcement contingencies, and an observable result of
cognitive processes.  It seems as if these are descriptions of three differ-
ent phenomena, but they are actually descriptions of three different as-
pects of the same phenomenon: control.  Control is like the proverbial
elephant studied by the three blind men; what one concludes about it,
and how one tries to explain it, depends on where one stands.  I suggest
that the best place to stand is where one has a view of the whole phe-
nomenon, be it elephant or control.

Introduction

The behavior of living organisms (and some artifacts) is characterized
by the production of consistent results in an unpredictably changing en-
vironment, a phenomenon known as control (Marken, 1988).  Control
can be as simple as maintaining one’s balance on uneven terrain, or as
complex as maintaining one’s self-esteem in a dysfunctional family.
Control is a pervasive aspect of all behavior, yet it has gone virtually
unnoticed in psychology.  What has been noticed is that behavior ap-
pears to be a response to stimulation, an output controlled by reinforce-
ment contingencies, or an observable result of cognitive processes.  Each
of these appearances is what would be expected if people were looking
at control from different perspectives.  The situation is similar to that of
the three blind men who were asked to describe an elephant.  The one
near the tail described the elephant as a snake, the one near the leg de-
scribed it as a tree trunk, and the one near the side described it as a wall.
Each description gives an accurate picture of some aspects of the elephant,
but a false picture of the elephant as a whole.  If behavior involves con-
trol, then psychology has given an accurate picture of some aspects of
behavior, but a false picture of behavior as a whole.
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Closed-Loop Control

The basic requirement for control is that an organism be in a
negative-feedback situation with respect to its environment.  A nega-
tive-feedback situation exists when an organism’s response to sensory
input reduces the tendency of that input to elicit further responding.
Negative feedback implies a closed-loop relationship between organ-
ism and environment; sensory input causes responding that influences
the sensory cause of that responding, as shown in Fig. 1.  It is hard to
imagine an organism that does not exist in such a closed-loop situation,
because all organisms are built in such a way that what they do affects
what they sense.  Eyes, for example, are located on a head that moves,
so that what the eyes see depends on what the head does.  To the extent
that what the head does depends on what the eyes see (such as when
the head turns in response to an attractive passerby), there is a closed
loop; sensory input causes responding (head movement), which affects
the cause of responding (sensory input).  The feedback in this loop must
be negative, because behavior is typically stable (organisms do not nor-
mally exhibit the “runaway” behavior that characterizes positive-feed-
back loops, such as the feedback from a microphone that amplifies its
own output).

s = sensory variable;
r = response variable;
s* = reference value for sensory variable, such that r = 0 when s = s*
d = environmental variable;
ko = organism function relating sensory variable to response variable;
ke = environmental function relating environmental variable to
          sensory variable; and
kf = feedback function relating response variable to sensory variable.

For simplicity, I assume that all functions are linear, and that all vari-
ables are measured in the same units.

Equation (1) describes the effect of sensory input on responding, so
that

(1) r = ko(s* - s).

This equation says that responding, r, is a linear function of sensory
input, s.  The sensory input is expressed as a deviation from the value of
input, s*, that produces no responding; s* defines the zero point of the
sensory input.  Equation (2) describes the effect of responding on sen-
sory input.  For simplicity, I assume that responding, r, adds to the ef-
fect of the environment, d, so that:

(2)s = kfr + ked.

The variables r and d have independent (additive) effects on the sen-
sory input, s.  The nature of the environmental effect on sensory input is
determined by the environmental function, ke.  The feedback effect of
responding on the sensory cause of that responding is determined by
the feedback function, kf.

Equations (1) and (2) must be solved as a simultaneous pair in order
to determine the relationship between stimulus and response variables
in the closed loop (see Appendix, below).  The result is

(3) r = (1 /((1/ko) + kf))s* - (ke/((1/ko) + kf))d.

Equation (3) can be simplified by noting that the organism function, ko,
transforms a small amount of sensory energy into a large amount of
response energy (such as when a pattern of light on the retina is trans-
formed into the forces that move the head).  In control engineering, ko
is called “system amplification” or “gain,” which can be quite a large
number.

With sufficient amplification (such that ko approaches infinity), the
1/ko terms in equation (3) approach zero, so equation (3) reduces to
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Figure 1.  Closed-loop feedback relationship between an organ-
ism, represented by the rectangle, and its environment, repre-
sented by the arrows outside of the rectangle.  A sensory vari-
able, s, influences responding, r, via the organism function, ko.
Responding influences the sensory variable via the feedback func-
tion, kf.  The sensory variable is also influenced by an environ-
mental variable, d, via the environmental function, ke.

The fact that organisms exist in closed negative-feedback loops means
that two simultaneous equations are needed to describe their relation-
ship to the environment.  These are given as equations (1) and (2) be-
low.  The terms in these equations are summarized here for reference
in the discussion that follows:



(4) r = s*/kf - (ke/kf)d.

Equation (4) is an input-output equation that describes the relationship
between environmental (stimulus) and response variables when an or-
ganism is in a closed-loop, negative-feedback situation with respect to
its environment.  The result of being in such a situation is that the or-
ganism acts to keep its sensory input equal to s*, which is called the
reference value of the input.  Equation (4) shows that the organism does
this by varying responses, r, to compensate for variations in the envi-
ronment, d, that would tend to move sensory input away from the ref-
erence value; this process is called control.

Three Views of Control

All variables in equation (4), with the possible exception of s*, are
readily observable when an organism is engaged in the process of con-
trol.  The environmental variable, d, is seen as a stimulus, such as a light
or sound.  The response variable, r, is some measurable result of an
organism’s actions, such as bar pressing or speaking.  The reference value
for sensory input, s*, is difficult to detect because an observer cannot
see what an organism is sensing.  But s* is the central feature of control,
since everything an organism does is aimed at keeping its sensory in-
puts at reference values.  The value of s* can be constant or variable, its
value at any instant being determined by properties of the organism
itself.

Because reference values are difficult to detect, it will not be obvious
to an observer that an organism is engaged in the process of control.
What will be obvious is that certain variables, particularly the environ-
mental and response variables and the relationship between them, will
behave as described by equation (4).  Thus, equation (4) can be used to
show how control appears to someone who does not know that it is
occurring.  It turns out that there are three dearly different ways of look-
ing at control, depending on which aspect of the behavior described by
equation (4) one attends to.

The stimulus-response view.  This view of control sees behavior as a
direct or indirect result of input stimulation.  An example of stimulus-
response behavior is the so-called “pupillary reflex,” where changes in
a stimulus variable (illumination level) lead to changes in a response
variable (pupil size).  The stimulus-response view is the basis of several
current approaches to understanding behavior, such as the “synergis-
tic” or “coordinative structure” theory of motor coordination.  Warren,
Young, and Lee (1986), for example, describe a synergistic model of run-
ning in which “vertical impulse is directly modulated by the optical
variable...” (p. 264).  The behavior of running is seen in stimulus-re-

sponse terms; an optical stimulus variable determines (“modulates”)
the value of a response variable (vertical impulse).  The
stimulus-response view is also the basis of a recent theory of attention
(Cohen, Dunbar, and McClelland, 1991) in which connections between
printed-word stimuli and verbal responses in the Stroop effect are modu-
lated by connections in a neural network.

Equation (4) shows that behavior will look like a stimulus-response
process when the reference value for sensory input, s*, is a constant.  If
s* is zero, then responding is related to environmental stimuli as fol-
lows:

(5) r = - (ke/kf)d.

Equation (5) shows that, when there is a fixed reference level for sen-
sory input, it will look to an observer of behavior as though variations
in an environmental stimulus, d, cause variations in a response, r.  This
is what one sees in the pupillary reflex, where pupil size, r, is propor-
tional to illumination level, d.  Of course, this relationship between pu-
pil size and illumination level is precisely what is required to keep a
sensory variable (sensed illumination) at a fixed reference value (s* =
constant).

When looking at an apparent relationship between stimulus and re-
sponse, one’s inclination is to assume that the nature of that relation-
ship depends on characteristics of the organism.  Equation (5) shows,
however, that when an organism is engaged in control, this relation-
ship depends only on characteristics of the environment (the functions
ke and kf); the organism function relating sensory input to response
output, ko, is rendered completely invisible by the negative-feedback
loop.  This characteristic of the process of control has been called the
“behavioral illusion” (Powers, 1978).

The reinforcement view.  This view of control sees behavior as an output
that is shaped by contingencies of reinforcement.  A reinforcement con-
tingency is a rule that relates outputs (like bar presses) to inputs (rein-
forcements); in equation (4), this contingency is represented by the feed-
back function that relates responses to sensory inputs, kf.  The reinforce-
ment view is the basis of at least one influential theory of generalization
and discrimination (Shepard, 1987).  In a connectionist implementation
of the theory, a reinforcement contingency is used to shape the forma-
tion of generalization gradients (Shepard, 1990).  The reinforcement view
is also the basis of modern theories of operant behavior.  According to
Domjan (1987), the contemporary perspective on operant behavior fo-
cuses on how contingencies “restrict freedom of action and...  create
redistributions of various types of activities” (p. 562).  In other words,
contingencies shape (redistribute) responses (activities).
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Equation (4) shows that it will look as though contingencies (the feed-
back function) control responses when s*, d, and ke are constants, as
they are in typical operant conditioning experiments.  In these experi-
ments, s* is the organism’s reference value for the sensory effects of the
reinforcement.  The environmental variable, d, is the reinforcement,
which, if it is food, is typically a constant size and weight.  The sensory
effect of a reinforcement can be assumed to be directly proportional to
its size and weight, making ke -1.  So, equation (4) can be re-written as

(6) r = S*/kf - D/kf,

where S* is the constant reference value for sensed reinforcement, and
D is the constant value of the reinforcement itself.

The only variable in equation (6) is the feedback function, kf, which
defines the contingencies of reinforcement.  One simple contingency is
called the “ratio schedule,” in which the organism receives a reinforce-
ment only after a certain number of responses.  The ratio corresponds
to the function kf in equation (6).  When the ratio is not too demand-
ing, it is found that increases in the ratio lead to increased responding.
More demanding ratios produce the opposite result; increases in the
ratio lead to decreased responding (Staddon, 1979).  Either of these
results can be produced by manipulating the relative values of S* and
D in equation (6).  The important point, however, is that the apparent
dependence of responding on the feedback function, kf, is predicted
by equation (6).  To an observer, it will look like behavior (responding)
is controlled by contingencies of reinforcement.  In fact, the relation-
ship between behavior and reinforcement contingencies exists because
the organism is controlling sensed reinforcement; responding varies
appropriately to compensate for changes in the reinforcement contin-
gency, so that sensed reinforcement is kept at a constant reference value,
S*.

The cognitive view.  This view of control sees behavior as a reflection or
result of mental plans or programs.  This kind of behavior is seen when
people produce complex responses (such as spoken sentences, clever
chess moves, or canny investment decisions) apparently spontaneously;
there is often no visible stimulus or reinforcement contingency that can
be seen as the cause of this behavior.  The cognitive view is the basis of
numerous psychological theories that propose mental algorithms to
explain the appearance of cognitive behavior.  Examples of such theo-
ries are the ACT (Anderson, 1983) and SOAR (Newell, 1990) models of
cognition, and hierarchical models of the generation of movement se-
quences (Rosenbaum, Kerry, & Derr, 1983).

Cognitive behavior is most obvious when environmental factors (such
as stimulus variables and environmental and feedback functions) are

held constant.  When this is the case, equation (4) becomes

(7) r = s*/F + K,

where F is the constant feedback function, and K = (ke/kf)(d), a con-
stant.  Since s* is typically invisible, equation (7) shows that there will
appear to be no obvious environmental correlate of cognitive behavior.
An observer is likely to conclude that variations in r are the result of
mental processes-and, indeed, they are.  But it is actually variations in
s*, not r, that are caused by these processes; variations in r are the means
used to get sensory inputs equal to s*.  Thus, chess moves are made to
keep some sensed aspect of the game at its reference value. When the
environment is constant, r (the moves) might be a fair reflection of
changes in the reference value for sensory input.  However, under nor-
mal circumstances, r is only indirectly related to s*, variations in r being
mainly used to compensate for variations in the environment that would
tend to move sensory input from the reference value, s*.

Looking at the Whole Elephant

The blind men never got a chance to see the whole elephant, but if
they had, they would have instantly understood why it seemed like a
snake to one, a tree trunk to the second, and a wall to the third.  Psy-
chologists, however, can take a look at control and see why the appear-
ance of behavior differs, depending on one’s perspective.  What is com-
mon to the three views of behavior discussed in this paper is the refer-
ence for the value of sensory input, s*.  Organisms behave in order to
keep sensory inputs at these reference values (Powers, 1989).  They re-
spond to stimulation in order to keep the sensory consequences of this
stimulation from moving away from the reference value, so it appears
that stimuli cause responses.  They adjust to changes in reinforcement
contingencies by responding as needed in order to keep the sensory
consequences of reinforcement at the reference value, so it appears that
contingencies control responding.  And they change their responding
in order to make sensory input track a changing reference value for that
input, so it appears that responding is spontaneous.

What appear to be three very different ways of describing behavior
can now be seen as legitimate ways of describing different aspects of
one phenomenon—control.  Each is just a different way of describing
what an organism must do to keep its sensory inputs at their reference
values.  Indeed, once one understands that the appearances called “be-
havior” are the visible consequences of an organism’s efforts to control
its sensory inputs, the problem of explaining behavior changes com-
pletely, from an attempt to build models that simulate the appearance
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of behavior (stimulus-response, reinforcement, or cognitive) to an at-
tempt to build models that control the same sensory inputs as those
controlled by real organisms.  In order to build the latter type of model,
it is necessary to learn what sensory variables are actually being con-
trolled by organisms.  This type of investigation cannot be done by sim-
ply looking at the appearance of behavior.  Methods based on control
theory can be used to test which sensory variables an organism might
be controlling at any time (Marken, 1992).  These methods make it pos-
sible to take off the blindfolds and see the whole elephant—the phe-
nomenon of control.

Appendix

Given the two system equations

(1) r = ko(s* - s) and (2) s = kfr + ked,

we want to solve for r as a function of s.  First, substitute equation (2) for
s in equation (1) to obtain

(A.1) r = ko(s* - (kfr + ked)),

which expands to

(A.2) r = kos* - kokfr - koked.

Move all terms with r to the left side of equation (A.2) to obtain

(A.3) r + kokfr = kos* - koked.

Factor out r on the left side of equation (A.3) to obtain

(A.4) r(1 + kokf) = kos* - koked.

Divide both sides of equation (A.4) by (1 + kokf) to obtain

(A.5) r = (ko/(1 + kokf))s* - (koke/(1 + kokf))d.

Finally, divide ko out of the numerators on the right side of (A.5) to get
equation (3):

(3) r = (1 /((1/ko) + kf))s* - (k/((l/ko) + kf))d.
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Abstract

Many seemingly plausible models of behavior demand implausible
models of the physical world in which behavior occurs.  We used quan-
titative simulations of a person’s performance on a simple task to com-
pare the models of causality and of how the world works in three theo-
ries of behavior: stimulus-response, cognitive, and control-theoretic.
Our results demonstrate that if organisms in fact functioned like the
first two models, they could survive only in implausibly stable worlds;
if like the third, they could survive in a changeable world.  Organisms
inhabit a changeable world that does not satisfy the demands of popu-
lar behavioral theories.  For the sciences of behavior, the implications
are clear: either cling to theories that do not mesh with knowledge of
how the world works, or abandon many cherished notions about how
and why behavior happens in favor of models that deal adequately
with change.

Models and Their Worlds

The question usually addressed by behavioral theorists is “Why do
organisms behave the way they do?” One group answers “Because the
world outside them is the way it is”; another group answers “Because
the minds or brains inside them are the way they are.” In either case,
behavior is at the end of a linear sequence of cause and effect, a conse-
quence of antecedent stimuli from the environment or antecedent com-
mands from the mind or brain.  As an alternative, one can propose that
organisms behave to control what happens to them.  In the process,
their actions affect the world outside of them.  ‘Why is the world the
way it is?  Partly because organisms behave the way they do.”

“The world” is the part of the surroundings on which an organism
can act, and which, in turn, affects the organism.  Every statement about
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the antecedents or consequences of behavior either includes or implies
notions about how the world operates.  Every theory of behavior is, in
part, a theory about the world in which behavior occurs.

In this paper, we reduce three models of behavior to elemental form
to identify and test their ideas about causality.  Two models represent
core assumptions in most popular theories; the third is the model from
perceptual control theory (PCT).  We require each model to simulate
and predict the same behavioral events that occur when a person per-
forms a simple task, but we go a step further.  For each model, we
determine whether its implications about how the world and behavior
affect one another are reasonable and true to what is known about the
physical world.

Three Models

For convenience, we call the two popular models the
“stimulus-response” (S-R) model and the “cognitive” model.  Our simple
versions of these models are not intended to represent, in detail, any
specific variations on those two themes, but we believe they faithfully
represent core assumptions about causality embraced in those themes.
Our method of testing requires that each model predict
moment-by-moment values of several continuous environmental vari-
ables, a challenge to which behavioristic and cognitive models are rarely
subjected; hence, simple computational versions of those models are not
readily available, and we constructed our own.  Anyone who rejects our
versions of those theories should identify acceptable versions and then
require their models to duplicate the quantitative results we report here.

The stimulus-response model.  Our S-R model represents all theories that
say external influences determine behavior.  Such models sometimes
(but by no means always) recognize that motor actions produce envi-
ronmental consequences, but all insist that action is a dependent vari-
able.  A behavioral episode begins with an independent antecedent
(stimulus, context, event, occasion, relationship, or treatment), followed
(in some theories) by an effect on the organism, then (in all theories) a
behavior as a dependent variable, and finally the consequences of that
behavior.  Environmental consequences of action simply follow from
what the environment did to the organism; if any consequences of ac-
tion modify subsequent influences on the organism, that is merely an-
other change in the independent variable, followed in a lineal causal
chain by another action and another consequence.

We expect most behaviorists to say that our S-R model is
“reflexological”—a version of behavioristic theory many behaviorists
disavowed years ago—and to echo the comment: “There may not be a
reflexologist alive” (Shimp, 1989, p. 163).  Protests aside, at the core of

every behavioristic theory is a claim that the environment controls be-
havior.  From the beginning, behaviorists have asserted, like Donahoe
and Palmer, “Although the organism is the locus of environmental ac-
tion, it is the environment, and not the organism, that is the initiator
and shaper of behavior” (1989, p. 410).  When Hayes and Brownstein
(1986) discussed prediction and control as criteria for evaluating be-
havioristic analyses of behavior, they said, “One could ask, for example,
how do we know that this is the relevant stimulus for this behavior?
The answer is of the general form that when we change this stimulus
(and not that stimulus), we get a change in this behavior (and not that
behavior)” (p. 178, emphases in the original).  And Skinner claimed,
“The ways in which behavior is brought under control of stimuli can be
analyzed without too much trouble...” (1989, p.14).

Here, we merely test results that would ensue were it in fact true that
independent environmental stimuli specify instantaneous details of be-
havior and its consequences.

The “cognitive” model.  Our cognitive model stands for all theories
that say actions originate not from current external events, but from
internal causes, inner traits, tendencies, propensities, sets, plans, atti-
tudes, aspirations, symbol-generating processes, programs, computa-
tions, coordinative structures, or some kind of systematic endogenous
brain activity.  No major theory of this sort proposes that behavior is
entirely spontaneous; in one way or another they say the internal causes
of present behavior formed and changed slowly, during past experi-
ence with the outside world—the recent past in some theories, the geo-
logically distant past in genetic theories of behavior.  In cognitive theo-
ries, the link between present behavior and influences in the present
external world ranges from weak to almost nonexistent.  In many texts
on cognitive theory, there is no mention of overt action, much less an
attempt to explain such actions.  When there are explanations, the causal
chain runs from input to cognition to command to action to conse-
quence.

Kihlstrom (1987) succinctly identified the linear causal model in cog-
nitive theory: “Cognitive psychology comes in various forms, but all
share an abiding interest in describing the mental structures and pro-
cesses that link environmental stimuli to organismic responses...” (p.
1445).  Each step of the assumed chain from stimulus (input) to response
(output) is described in detail by various cognitive theorists.  For ex-
ample, Real (1991) describes how inputs from a variable world would
be transformed, in three sequential stages, into cognitive “representa-
tions”:

...  three stages may be viewed...  as three components of a single
dynamical system mechanistically tied to the organism’s nervous
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system.  The encoding of information would...  correspond to ini-
tial inputs, computational rules correspond to transient dynam-
ics, and representations would correspond to the equilibrium
configurations resulting from the transient dynamics.  The ani-
mal reaches a representation of the environment through the
operation of specific computational rules applied to a particular
pattern of incoming sensory information (p. 980).

In a discussion of computations which they assume cause movement,
Bizzi, Mussa-Ivaldi, and Giszter (1991) complete the chain between rep-
resentations and actions: “...  the central nervous system must trans-
form the neural representation of the direction, amplitude, and velocity
of the limb, represented by the activity of cortical and subcortical neu-
rons, into signals that activate the muscles that move the limb” (p. 287).

Some theories combine cognitive and S-R models.  In their simplest
forms, hybrid models say that the mind-brain receives “inputs,” then
produces direct transformations of coordinates from “perceptual spare”
to “action space” that are required to initiate commands to move the
body or part of the body to a point specified in the input (as examples,
see P. M. Churchman, 1986; P. S. Churchman, 1986).  Such models re-
duce cognition and neurology to a simple table-look-up.

A more complex hybrid S-R/cognitive model was endorsed by the
cognitive theorist Allen Newell (1990) in the 1987 William James Lec-
tures.  Newell spoke of how “It is possible to step back and treat the
mind as one big monster response function from the total environment
over the total past of the organism to future actions...” (p. 44).  On a
more immediate scale, he said, “The world is divided up into microepics
which are sufficiently distinct and independent so that the control sys-
tem (that is, the mind) produces different response functions, one after
the other” (p. 44).  For strategic purposes, Newell places his theory in
the category of cognitive theories that he says do not effectively explain
how perception and motor behavior are linked to central cognitive pro-
cesses.  Then he says that such theories “...  will never cover the com-
plete arc from stimulus to response, which is to say, never to tell the full
story about any particular behavior” (p. 160).  In his allusion to the re-
flex arc, Newell remarkably implies the equivalence of the causal mod-
els in his cognitive theory and in reflexological theory.

In either their simple or complex forms, hybrid S-R/cognitive mod-
els produce results identical to those of S-R models, so we will not dis-
cuss them further.

The perceptual control theory model.  The PCT model, which we discuss
later at some length, is the least familiar of the three models.  In brief, it
proposes that there is a simultaneous two-way interaction between or-
ganism and environment (see Hershberger, 1989; Marken, 1990; and

Powers, 1973, 1989, 1992).  In PCT, the basic unit of behavior is not the
linear input-output chain, but the negative-feedback loop, which has
properties different from the units of the other two models and implies
interesting consequences about the way an organism’s actions alter the
outside world.

“Models”

We use the term “model” in the very narrow sense in which an engi-
neer would use it: a precise quantitative proposal about the way some
system operates in relation to its environment.  Most behavioral scien-
tists use descriptive models, which merely rephrase (usually in words;
sometimes in mathematical form) previously observed relationships
between organism and environment.  There are unlimited ways to re-
state behavioral data.  If each of them passes as a model of behavior, then
the list of seemingly plausible models is also limitless.  The availability
of many equally plausible descriptive models is behind the mistaken
assumption, common in behavioral science, that models are poor sub-
stitutes for real understanding—that if one understood the phenom-
enon at hand, one would state the facts, not a “mere” theory or model.

But “model” also means, in the present context, a generative model, in
which the proposed organization is stated in a way that can be used to
calculate behavior as a function of moment-by-moment variations in
the independent variable.  By that usage, a model does not substitute
for knowledge.  To the contrary, simulation of a well-posed model rig-
orously tests one’s presumed knowledge of the causal principles at work
in behavior.

S-R theory as a model.  Calculations of the correlation between a de-
pendent and independent variable produce a correlation coefficient, a
regression coefficient, and an intercept.  In most behavioral research,
little attention is paid to the regression coefficient and intercept, one
reason being that the typical scatter of the data is large enough to make
a linear regression line almost useless for predicting behavior.  But, by
the logic of the S-R approach, the regression equation constitutes both a
generative model and a description.  It is a first approximation to a pro-
posed law of behavior: at every moment, the behavioral measure is pro-
portional to the magnitude of the independent variable.  If that law is
true, one can vary the independent variable and calculate (predict) the
dependent one strictly from the previously determined regression equa-
tion.

It can be argued that this strict interpretation of a regression equation
is inconsistent with the state of the art in behavioral science—all we can
hope for now, in most cases, is to establish the presence or absence of a
statistically significant relationship.  Our reply gives the benefit of the
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doubt to the theory underlying the S-R concept.  If, given as many years
as necessary, methodologies improve, sources of variance are eliminated,
and better data are obtained, then regression equations will become
meaningful.  When they do, there will be an obvious test for whether a
proposed regression coefficient is a law of behavior.  In the regression
equation, one can impose a new pattern of the independent variable
and calculate the resulting pattern of behavior, the dependent variable.
The modeled result can be compared against what happens when the
organism encounters the altered independent variable.  In more elabo-
rate form, this process of testing a model against actual events is the
basic methodology of the physical sciences.  Used in this way, the re-
gression equation is a generative model.

We use an alternative to waiting for years for data to improve: we
apply this method in an experiment so simple that the regression line is
highly meaningful, and random variation is a minor factor.  We subject
the S-R model to a test under conditions that should make it work as
well as it ever will.

Cognitive theory as a model.  We give the cognitive model a similar treat-
ment.  Cognitive models are more difficult to test and defend than S-R
models; there is no simple way to determine whether a given cognitive
model is correct, as well as plausible.  No matter how well a model
proposing a specific organization of the mind-brain predicts behavior,
one cannot test the model objectively by, for example, deriving a regres-
sion line based entirely on observable variables.  There is no way to
know whether some other cognitive model would not work as well or
better.  There is only one regression line that best fits the behavioral
data, but there are many seemingly plausible cognitive models.

Kugler and Turvey (1987) aptly described the problem of non-unique
computational models for behavioral output:

Whereas physical events are said to follow uniquely from their
causes, internally consistent, logical descriptions of the causal pro-
cess are multiple ....  How does one get from the existence of
multiple (logical) descriptions to a unique (causal) description?
Dressing up logical formulae in instantiable programs does not
resolve the uniqueness problem.  Many programs can give rise to
the same sequence of machine outputs (p. 28).

To avoid problems of this sort, we give cognitive models the same
benefit of the doubt that we give S-R models.  Given proper knowledge
of the history and properties of the environment, and the correct inter-
nal computations, the ideal cognitive model should calculate exactly
the motor outputs required to produce a preselected result.  Of course,
even a perfect cognitive model would require experience with an envi-

ronment to build up knowledge of its properties: if the environment
changed, the model would need new interactions with the altered form
before it could again compute the correct action.

We test the cognitive model by assuming that it is perfect: it makes
optimal use of information and computes the same required action
on successive trials, and the motor systems perfectly obey its com-
mands.

The reasoning behind our approach to the models is simple: in a
well-defined experiment, if quantitative predictions by both the S-R
and cognitive models, given the benefit of every doubt, are incorrect,
and the PCT model predicts correctly in the same experiment, there
will be excellent reason to say that the control-theoretic model is right
and the other two are wrong, for that experiment.  How far one gener-
alizes the result depends on how dear are the parallels with other ex-
periments and the simple one we use: we leave such judgments to the
reader.

Perceptual Control Theory as a Model

Perceptual control theory always considers two simultaneous rela-
tionships: (a) the observed dependence of stimulus inputs on behav-
ioral outputs and independent events, and (b) a conjectured dependence
of behavioral outputs on stimulus inputs.

The environment equation.  The first relationship the PCT model de-
scribes is how the input to an organism depends on the organism’s ac-
tions and on disturbances arising simultaneously with behavior but in-
dependently of it in the external world.  To simplify this part of the
model, we restrict all variables in the experiment to change in a single
dimension, described later.  Consequently, the variable at the organism’s
input is simply the sum of a physical effect from the organism’s output
and another physical effect from an independent disturbance.  The ap-
paratus (a computer system) records exactly what these relationships
are and exactly what disturbance is acting at any moment.  This part of
the model is completely determined by the experimental setup; it is a
statement of fact, not a conjecture, and it is illustrated in detail by Bour-
bon, Copeland, Dyer, Harman, and Mosely (1990).

The organism equation.  Perceptual control theorists assume an organ-
ism can be modeled as a system that senses some aspect of the environ-
ment that is then represented internally as a one-dimensional percep-
tual variable.  The magnitude of this variable is compared continuously
against a reference signal (or reference magnitude) inside the organism
or the model of the organism.  Any difference between the reference
signal and the perception is a non-zero “error signal” which drives ac-
tion, again in a single dimension of variation.
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This part of the model can be treated exactly as a regression equation.
The slope of the regression line represents the incremental ratio of out-
put to input, and the intercept represents the setting of the internal ref-
erence signal.  The slope reflects measured output as a function of mea-
sured input; the intercept is the magnitude of input for which the out-
put does not change.  Control theorists assume that the value of the
input for which the organism produces no change in output is the input
that the organism specified in advance.

The system equations.  The organism and environment equations form
a system of equations; for examples, see Pavloski, Barron, and Hogue
(1990, pp. 33-37); Powers (1973, pp. 273-282; 1978, pp. 422-428); and
Runkel (1990, pp. 93-99).  There are two system variables (the input and
output variables) and two equations.  The input and output variables
appear in both equations, and each must have only one value at a time.
Consequently, the system can be solved for each variable as a joint func-
tion of any system constants and the values of the two independent
variables (the external disturbance and the internal reference signal).

Our experiments use random disturbances that cannot be represented
by any reasonable analytic equation.  Consequently, in the PCT model,
we calculate numerical solutions of the system equations.  Numerical
solution of system equations, with time as a parameter, is called
simulation.

Simulation.  Simulation recreates, through computation, a continuous
relationship among system variables and independent variables.  The
experimenter causes a pattern of changes in the independent variables,
while the equations for the model continuously compute the states of
dependent behavioral variables at the input and output.  For a good
model, the results of a simulation look very much like a recording of an
organism’s actions in an experiment where the independent variables
change in exactly the same way as during the simulation; for a bad
model, the results of the simulation do not resemble those produced by
the organism.

Simulation involves at least two stages.  The first matches simulated
behavior to real behavior, after the fact, by adjusting the parameters in
the model.  The second stage uses a new pattern of variation in the
independent variable, with the model’s parameters set as previously
determined, and records the behavior of the model.  Then the new pat-
tern of variation is applied to the person, whose behavior is recorded
and compared with the model’s behavior.  In the sciences and in engi-
neering, models are often tested in a third stage (as we do here), with
both a new pattern of variation for the independent variable and a new
kind of environmental disturbance, not used in the original parameter
determinations.  In this third stage, the model predicts, in simulation,
relationships not previously observed.

Reduced to its essentials, the logic of simulation resembles more fa-
miliar ways of studying relationships and testing to see if they gener-
alize.  It is, however, much more exacting: it compares modeled and
actual behaviors instant-by-instant, rather than in terms of static data
sets.  For the present experiments, the models predict thousands of
values for several variables, all of which are compared with the values
produced by a participant.  The success or failure of a prediction is
immediately obvious.

Some people argue that models which work properly in very simple
situations might not work when complexities occur.  The converse of
that hypothesis, also sometimes offered, is that failure of a behavioral
theory in a very simple experiment doesn’t necessarily mean that it will
fail in more realistically complex studies.  But engineers, who deal with
both simple and complex systems, would not agree.  Certainly, a model
that works in a simple situation might need considerable revision to
work in a more complex situation.  But if a model fails to work in the
simplest possible circumstances, there is no chance that it will success-
fully predict more complex phenomena.  Complexity can be an excuse
for failures of a model in a complex situation, but not in a simple one.  If
the core assumptions of a model fail in simple experiments like ours,
there is no chance the model will work in more complex circumstances.

The Experiment

The Task

Participants in this three-phase experiment move a control handle in
one dimension, forward and backward.  On a computer screen in front
of them is a short horizontal bar, the “cursor,” distinct from the back-
ground, which moves up as the handle moves forward and down when
it moves back.  Flanking the path of the cursor are two more bars, the
“target,” that remain even with one another and move slowly up and
down the screen, following a path generated by the computer.  The
person’s task in all phases of the experiment is to keep the cursor ex-
actly between the target lines.  (There is nothing special about that rela-
tionship between cursor and target; the person could easily select any
other.) This task is known as “tracking.” When the target is stationary, it
is called compensatory tracking; when the target moves, as it does here,
it is called pursuit tracking.

We can easily modify the experiment to include perceptual variables
other than spatial position.  For example, the handle can be set to alter
the size or shape of a geometric figure, change the magnitude of a num-
ber displayed on the screen, or alter the pitch of a sound.  And tracking
can occur across stimulus attributes and sensory modalities, as when a
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person uses the handle to make the pitch of a sound match the magni-
tude of a number or the vertical position of a target.  All relationships
observed during a simple tracking experiment are found in these other
tasks; any of them can be used to make the points we make here.

The Conditions: Three Phases

Phase 1.  In Phase 1, the target moves up at constant speed to a preset
limit, then down at a constant speed to another preset limit, and so on,
in a triangular wave.  Each excursion up or down takes 2.8 seconds.
The person practices as long as necessary to keep the cursor between
the targets with an error of no more than three per cent of the total
movement averaged over one minute.  Data from the final minute of
practice when this criterion is reached are saved as the data for the ex-
perimental run.

The relevant parameters are estimated for each model, and then the
models reproduce the person’s behavior.  In the next two phases, we
use the parameters thus determined to create a simulated run before
the person runs a single one-minute trial.  No model is altered, in any
way whatsoever, from this point on.

Phase 2.  Conditions in Phase 2 are the same as in Phase 1, except that
there is a probability of 2/3 that the target speed will differ from the last
speed on any given up or down excursion.  The speed of each excursion
is selected randomly from 1.4, 2.8, or 5.6 seconds per excursion, with a
mean of 2.8 seconds over the one-minute experimental run (the same
mean excursion time as in Phase 1).  The person must still move the
handle to keep the cursor between the target marks.  A few minutes
prior to the person’s run, each model is run with the same randomly
generated pattern of variations in target speed that the person will ex-
perience.  The person gets no practice: the first run under these new
conditions is the only run for Phase 2.

Phase 3.  Conditions are the same as in Phase 2, except that now a
smoothed random disturbance also acts on the cursor.  The disturbance
is created at the start of the entire experiment by smoothing the output
of a random-number computer algorithm and storing the resulting
waveform.  The same disturbance is used in runs by the models and the
person.  Cursor position is determined by the sum of handle displace-
ment from renter and the momentary magnitude of the disturbance.
Again, the person does a single one-minute run with no practice.  A few
minutes before the person’s run, each model predicts the results, with a
new pattern of target excursions and with the disturbance acting on the
cursor.

The experimental variables.  During each 60-second experiment, each
variable is sampled every 1 /30 second, for a total of 1800 values per

variable.  In the figures illustrating the results, every third value is plot-
ted.  There are three measured variables: the positions of the target (T),
handle (H), and cursor (C).

Phase 1

The person’s data.  The person kept the cursor even with the target, as
shown in Fig. 1A.  The perfectly regular triangular wave in the upper
part of the figure is the vertical target position across time.  The slightly
less-regular wave that closely follows it is the cursor position created
by the person.  In the lower part is the handle-position record, identical
to the cursor-position record because handle position directly deter-
mined cursor position.  (The handle-position plot is scaled to be the
same amplitude as the cursor-position plot; we use this scaling in all
figures).

The mean vertical distance between the cursor and target was -0.8
units of screen resolution (S.D. -1.8; total vertical range on the screen =
200 units).  The following Pearson correlation coefficients describe the
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Figure 1.  Results of pursuit tracking, Phase 1: data from the person (A);
reconstructions of the data by the stimulus-response model (B); by the
cognitive model (C); and by the control-system model (D. In A, H = handle,
T = target, and C = cursor.  For target and cursor, ”up” in the figure is
toward the top of the computer monitor; for handle, “up” is away from
the person.  The duration of each experiment is 60 seconds.



relationships among variables in Fig. 1A: between positions of the cur-
sor and target, .977; handle and target, .977; and handle and cursor, 1.0.
In the regression of handle on target, the slope was 0.89 (the person
moved the handle the equivalent of 0.89 screen units for every move-
ment of one unit by the target), and the intercept was -0.8, identical to
the average difference between positions of the cursor and target.

Testing the models: The rationale.  In simulations of the models, compu-
tations begin with all variables set to the same initial values from the
first moment of the run by the person and are repeated 1799 times, once
for every 1/30 second in the run by the person.  Each model produces
handle positions in its unique way, but a common procedure determines
cursor positions.

Establishing the S-R model.  We remind readers that we do not compare
the relative merits of the many varieties of behavioristic theory, nor do
we examine or challenge behaviorists’ descriptions of conditions in
which learning occurs.  We merely examine consequences that would
ensue were behavior controlled by an independent antecedent variable
—were behavior literally “under environmental stimulus control.”

Our simple S-R model is rigorously true to the requirements laid down
for laws of behavior by B. F. Skinner (1953):

The external variables of which behavior is a function provide for
what may be called a causal or functional analysis.  We undertake
to predict and control the behavior of the individual organism.  This
is our “dependent variable”—the effect for which we are to find
the cause.  Our “independent variables”—the causes of
behavior-are the external conditions of which behavior is a func-
tion.  Relations between the two—the “cause-and-effect relation-
ships” in behavior—are the laws of a science (p. 35).

In our simple experiment, the only independent variable is the posi-
tion of the target, determined solely by the computer program.  The
position of the handle depends on the actions of the person, so it is a
pure dependent variable, which we model as a response to target posi-
tion.  In Phase 1, the handle determines the position of the cursor, which
is a remote (from the person) consequence of behavior, not a cause.

Cursor movement is also a “stimulus,” by any traditional definition,
but it is not independent of behavior; it lies at the conclusion of the as-
sumed causal chain.  At best, it might be a “reinforcing” stimulus.  Be-
havioral theorists claim that reinforcement produces long-term changes
in the probability of a general class of actions (an “operant”).  For ex-
ample, some might say that, at an earlier time, cursor movement rein-
forced handle movement, which explains why the person uses the
handle now.  But reinforcement theory does not explain or predict how

a person produces moment-by-moment changes in behavior and in its
consequences.

We use a regression equation as our S-R model.  For the handle and
target positions in the person’s data, shown in Fig. 1A, the slope (m) of
the regression of handle on target is 0.89, and the offset (intercept, b) is
-0.8.  We represent target position as t, handle position as h, and cursor
position as c.  Therefore, the S-R model for handle position is of the
form

h = mt + b,

and the position of the cursor is modeled as

c = h.

Results of running the S-R model.  To “run” the S-R model, we start with
all variables at their values during the first instant of the run by the
person, then we multiply the remaining 1799 target-position values, in
sequence, by the slope m and add the intercept b, and obtain the succes-
sive predicted positions of the handle and cursor, shown in Fig. 1B.

The positions of handle and cursor created by the model resemble
those from the person: the correlation between modeled and actual
handle positions is .977; between modeled and actual cursor positions,
also .977.  Our simple reflexological model accounts for % per cent of
the variance (r-squared) in the behavioral data from Fig. 1A; the regres-
sion equation is highly meaningful.

Establishing the cognitive model.  Our goal with the cognitive model is
not to compare the many diverse computational algorithms studied by
cognitive and brain scientists.  We merely examine the consequences
that would ensue, were it possible for a system to reliably compute the
same output, no matter how it does the computation.  Our cognitive
model assumes that, during the practice period, some central process
learns and models the amplitude and frequency of target movements
and computes commands that cause the muscles to move the handle,
and thus the cursor, in a pattern as close as possible to that of the target.

A detailed version of this model would use a program loop simulat-
ing a “higher cognitive process” to compute handle positions inde-
pendently of target movements.  It would generate commands for the
amplitude, frequency, and shape of the movements.  But severe phase
errors (mismatches in timing between the positions of the target and
the model’s handle) would develop unless we gave the model exact
information about the frequency of the target and started it at exactly
the right moment with exactly the right initial conditions.  To assure
that there were no errors, we would tell the model exactly how to move
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the handle to re-create the results of Phase 1.  To achieve the same
result, without the complex computations, we simply assume that,
however the cognitive model works, it works perfectly: it computes
handle movements to match the average pattern of previous target
movements.  For the last minute of practice, it uses information accu-
mulated earlier to command movements that reproduce the move-
ments of the target (of course the model we use here does not actually
need any practice).

This makes the cognitive model exceedingly simple: it is of the form

 h = t.

Handle movements perfectly reproduce movements of the target that
occurred during the practice run, and the resulting cursor movements
also perfectly reproduce the movements of the target.

Results of running the cognitive model.  A run of the cognitive model is
extremely simple: since h = t and c = h, we simply plot the successive
target position values as c and as h.  The upper trace in Fig. 1C shows
target and cursor positions perfectly superimposed; the lower trace of
handle position is identical to the upper traces.  The positions of handle
and cursor created by the model are like those from the person: the
correlation between modeled and actual handle positions is .977; be-
tween modeled and actual cursor positions, also .977.

Establishing the control-theory model.  The environment part of the PCT
model is just a description of the external situation: cursor position de-
pends on handle position plus the magnitude of any possible distur-
bance.  The environment equation is

c = h + d.

In Phase 1, the disturbance magnitude is zero.
The fact that the cursor is also a dependent variable wholly or partly

determined by handle position is not a problem, because both the or-
ganism equation and the environment equation form a single system of
equations.  We symbolize the perceived separation of cursor and target,
c - t, as p, which we take as the real input variable.  This variable p is
compared against a reference level p*, which specifies the state of p at
which there will be no change in output; it is the value of p that the
person intends to experience.  Any difference between p and p* is called
“error.” The output, which is the handle position h, is the time-integral
of error and takes the form

h = k[int(p* - p)].

The constant k is the “integration factor.” It represents how rapidly the
person moved the handle for a given difference between the perceived
separation p and the reference separation p*; k is expressed in units of
screen resolution the cursor would move per second for a given amount
of perceived error.

To fit the model to the subject’s behavior, we estimate p* and k, the
only adjustable parameters of the model.  We set p* equal to the average
value of cursor-minus-target during the person’s run in Phase 1.  (By
estimating p* from the data, we avoid claiming that we know the per-
son is trying to keep the separation of target and cursor at zero.  The
person can maintain any reasonable separation-there is nothing special
about p* = 0.) To estimate k, we insert the estimated value of p* into the
model, then we insert an arbitrary value of k and “run” the model, a
procedure we explain below.  During each of several successive runs of
the model, we insert a new arbitrary value of k and calculate the
root-mean-square (RMS) difference between all of the cursor positions
from both the model and the person.  The best estimate of k is the one
from the run with the smallest RMS difference.

To “run” the model, we start the handle position at the subject’s ini-
tial handle position during Phase 1, and then do the following com-
puter program steps over and over, changing the value of t on each step
to re-create the target movements:

l: c: = h + d
2: p: = c-t
3: error: = p* - p
4: h: = h + k • error • dt

where dt is the physical duration represented by one iteration of the
program steps.  In all of the experiments reported here, each iteration
represents 1 /30 second, so dt = 1 /30 sec.  For the various terms in the
program steps, k and p* are the system constants: k is the tentative value
of the integration factor and p* is the estimated reference signal; t is the
momentary target position, c is the cursor position, h is the handle po-
sition, and d is the disturbance magnitude-here, 0.

The fourth program step is a crude form of numerical integration; the
notation means that the new value of h is computed by adding an
amount (k • error • dt) to the old value of h.  These are program steps,
not algebra: do not cancel the h’s!  The “colon-equal” sign is the re-
placement operation, which replaces the previous value of the variable
on the left with the new computed value of the argument on the right.

Results of running the PCT model.  In the person’s run during Phase 1,
p* was estimated as -1 unit on the screen (-0.8 rounded), which means
that, on average, the person kept the cursor slightly below the target.
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Following the procedure described above, the estimated best value of
the integration constant k was 8.64 in units of resolution per second.

The results of a run of the model with those estimated values of p’“
and k are shown in Fig. 1D.  The positions of handle and cursor created
by the model resemble those from the person: the correlation between
modeled and actual handle positions is .989; modeled and actual cur-
sor positions, also .989.

Summary of Phase 1.  The person performed the tracking task reason-
ably well, and simulations of all three models produced results like those
from the person.  After this round of simulations, all three models re-
main defensible as explanations of the person’s performance.

Phase 2

Next, we use the three models to predict behavior when one condi-
tion changes, then the person does a run under exactly the same condi-
tions as those encountered by the models.  The changed condition is
that the target now moves up and down at randomly varying speeds.
The mean speed is still 2.8 seconds per excursion, but on every succes-
sive excursion, there is a 2/3 probability of a change of speed that lasts
until the end of the excursion, and then the next speed is selected ran-
domly.  The random changes are generated beforehand and recorded,
so the same changes are presented to all three models and to the per-
son.  We have already established the three models, so our descriptions
of the results are brief.

The person’s data.  Fig. 2A shows data from the person’s run, after the
models made their predictions.  The person made the cursor follow the
target about as well as in Phase 1.  The mean vertical distance between
cursor and target was -1.4 units of vertical screen resolution (S.D. = 2.2).
The following Pearson correlation coefficients describe relationships
among variables in Fig. 2A: between positions of the cursor and target,
.966; handle and target, .966; and handle and cursor, 1.0.

Prediction of the S-R model.  The linear regression equation developed
after Phase 1 accurately predicts the positions of the cursor and handle
despite the changes in target speed, as is shown in Fig. 2B.  This is pos-
sible because, just as in Phase 1, the required handle movement is sim-
ply proportional to target movement at every instant.  The positions of
handle and cursor created by the model are like those from the person:
the correlation between modeled and actual handle positions is .989;
between modeled and actual cursor positions, also .989.

Prediction of the cognitive model.  The results for the cognitive model,
shown in Fig. 2C, reveal the first obvious failure of a model.  The
positions of handle and cursor created by the model are not like those
from the person: the correlation between modeled and actual handle

positions is .230; between modeled and actual cursor positions, also
.230.
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Figure 2.  Results of pursuit tracking in Phase 2: data from the person (A);
predictions of the data by the stimulus-response model (B); by the cogni-
tive model (C); and by the control-system model (D. In A, H = handle, T =
target, and C = cursor.  For target and cursor, “up” in the figure is toward
the top of the computer monitor; for handle, “up” is away from the per-
son.  The duration of each experiment is 60 seconds.

The reason for this failure is obvious.  The cognitive model assesses
properties of the environment and computes an action that will have a
required result.  But now the environment, in the form of target move-
ments, is subject to unpredictable variation.  The cognitive model gets
no information about the next target speed before it is experienced.
Thus, the best that a cognitive “central-process” model can do is com-
mand its output to match the best estimate of average target speed; in
the present case, that average is the speed that occurred throughout
Phase 1, when the motor plan was established.  The cognitive model
continued to produce a triangular wave of handle and cursor move-
ment that conformed to the average waveform of target movement—a
form not like the waveform of the target in Phase 2.

One might think of modifying the cognitive model so that the cen-
tral processor re-assesses the environment’s properties on an instant-



by-instant basis.  That would solve the problem, but only at the ex-
pense of converting the cognitive model into a control-system model
intent on making its output match its input: the new model would be a
control-system model acting like a stimulus-response model.  The core
concept of a cognitive motor plan would be abandoned.

Prediction of the control-system model.  Fig. 2D shows the results for the
control-system model.  The program steps from Phase 1, using the same
values for the parameters k and p*, successfully predict the person’s
handle and cursor positions.  The correlation between modeled and
actual handle positions is .981; between modeled and actual cursor po-
sitions, also .981.

Summary of Phase 2.  The person performed the tracking task with
reasonable accuracy, and simulations of the S-R and PCT models pro-
duced results like those for the person.  However, the cognitive model
continued to make its output follow the path ‘learned” during Phase 1;
consequently, its cursor did not follow the now-erratic waveform of the
target.  After this round of simulations, only the S-R and PCT models
remain reasonable as explanations of the person’s performance.

Phase 3

Now the three models predict behavior under a radical change of
conditions.  The target still moves up and down at randomly varying
speeds, as in Phase 2, but for every time-interval, a new value of a ran-
dom disturbance is added to the position of the cursor.  Now, with the
handle held still, the cursor wanders randomly up and down.  When
the handle moves, the net movements of the cursor are determined by
the sum of handle movements and disturbance changes.

In both previous phases, the “d” in the cursor equation, c = h + d, was
zero.  Now it varies unpredictably, although not rapidly (the bandwidth
of variations is about 0.2 Hz).  This new disturbance enters after the
motor outputs of the person and the accompanying handle movements,
“downstream” in the causal chain.  The cause of the disturbance is hid-
den; the only evidence the person has about the disturbance is the de-
viation of cursor position from the momentary equivalent of the handle
position.  At any moment, there is no practical way for the person to
know the degree to which either the position of the handle or the value
of the disturbance affects the position of the cursor.

The person’s data.  As we show in Fig. 3A, the person still made the
cursor track the target (mean distance between cursor and target = -1.0
screen units, S.D. = 3.0), despite the unpredictable variations in target
speed and the unpredictable interference of a disturbance.  Had the per-
son not moved the handle, the correlation between positions of the cur-
sor and momentary values of the disturbance would have been + 1.0;

that between positions of cursor and target, near 0.0.  Instead, the corre-
lation between the disturbance and cursor was only .101, while that
between cursor and target was .940.
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Figure 3.  Results of pursuit tracking in Phase 3: data from the person (A);
predictions of the data by the stimulus-response model (B); by the cogni-
tive model (C); and by the control-system model (D).  In A, H = handle, T
= target, and C = cursor.  For target and cursor, “up” in the figure is to-
ward the top of the computer monitor; for the handle, “up” is away from
the person.  The duration of each experiment is 60 seconds.

In Phases 1 and 2, the handle alone determined the position of the
cursor: the correlation between handle and cursor was + 1.0.  But in
Phase 3, the person moved the handle any way necessary to cancel the
effects of the random disturbance on the cursor: the correlation between
positions of handle and cursor is only .294, that between positions of
the handle and the disturbance that moved the cursor away from the
target is -.992.

Prediction of the S-R model.  As we show in Fig. 3B, the S-R model failed:
the correlation between modeled and actual handle positions is .296;
between modeled and actual cursor positions, .385.

Successful simulation can no longer be attained by moving the handle
in synchrony with target movements.  That is why the person moved
the handle in a pattern that deviated radically from the pattern of target
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movements; the deviations were exactly the ones needed to counteract
the effects of the new disturbance.  But the S-R model responded to the
target stimulus just as before, and moved the handle proportionately to
any movement of the target.  The simulated cursor, now subject to an
independent disturbance, did not follow the target.

To salvage the S-R model, one might propose that the cursor, too, be
included in the definition of the stimulus.  However, the person’s data
in Fig. 3A show that the cursor moved in nearly the same pattern as the
target, but neither pattern resembled what the handle did.  To include
the cursor in the definition of the stimulus, we might conclude that the
difference between the target and cursor positions is the stimulus.  On
further examination, we would find that this difference does not match
the handle movements, either, but its time-integral does: perhaps the
time-integral is the stimulus.  That change is acceptable, but if we adopt
it, we are left with the fact that cursor position depends, simultaneously,
on handle position and the independent random disturbance: now there
is no true independent variable in the causal chain, and the core premise
of any model of stimulus control over behavior is abandoned.  Neither
the cursor nor any relationship between the cursor and any other vari-
able can be described as a pure independent variable, because it is also,
at every moment, a dependent variable.

Prediction of the cognitive model.  Fig. 3C shows that the prediction by
the cognitive model failed.  The model followed its plan learned in Phase
1 and moved the handle to conform to the average behavior of the tar-
get.  It should have moved the handle in the erratic pattern produced
by the person, shown in Fig. 3A.  The correlation between predicted
and actual handle positions is .119; between predicted and actual cur-
sor positions, .151.

Even if we gave the cognitive model more practice in the new situa-
tion (and the ability to learn), it would revert to essentially the same
actions.  The average deviation of cursor speed from 2.8 seconds per
excursion is zero.  The average amount of disturbance applied to the
cursor closely approximates zero.  Neither the next speed of the target
nor the next variation in the disturbance is predictable.  No matter how
smart one wants to make the central processor when it comes to predic-
tions, we can always make the disturbances still more random.  Any
cognitive model must compute output that is calculated to have a de-
sired effect.  It can base its computations only on experience with prop-
erties of the external world.  When those properties contain significant
instant-by-instant irregularities, as they do in our simple experiment,
the core concept of the cognitive model cannot work.  Unless, of course,
it is modified to compare its plan of the world against its momentary
perceptions of the world and to act so as to eliminate any discrepancy,
but those modifications would make the model a control-system model.

Prediction of the control-system model.  As we show in Fig. 3D, the
control-system model produced precisely the outputs required to main-
tain a pre-selected target-cursor separation, despite two kinds of ran-
dom variation that called for pronounced changes in the output pat-
tern.  The PCT model faithfully predicted the person’s behavior.  The
correlation between actual and predicted handle positions is .996; be-
tween actual and predicted cursor positions, .969.  Correlations as high
as those here, between tracking behavior and predictions by PCT, are
commonplace, even when the interval between predictions and behav-
ior is as long as one year as is reported by Bourbon, Copeland, Dyer,
Harman, and Mosley (1990).

To avoid drawing this paper out any longer, we omit analyses of
other variations that the person and the PCT model can handle, with
no change in the model’s parameters.  Both the person and the control-
theory model continue to track accurately if we alter the scaling factor
that converts handle movement into cursor movement; if we add a
third or a fourth or a fifth independent source of disturbance to target
speed or cursor position; if we put nonlinearity into the connection
between handle and cursor (the person and the model still move the
handle in an inverse nonlinear relationship to target and disturbance);
or if we make the ratio of handle movement to cursor movement time-
dependent (at a reasonable speed).  None of these variations can be
handled by the core concepts of the S-R or cognitive models.  Yet all of
these variations, as well as those shown in the three phases of our ex-
periment, are commonplace in the real environments where real be-
havior must work.

Discussion

We attempted to determine if core assumptions about the immediate
causes of behavior in three different models of behavior are consistent
with what is known about the world in which behavior occurs.  We
compared specific predictions made during simulations of the three
models with the performance of a person for three phases of a simple
task.  We concluded that the causal assumptions in a control-theoretic
model are consistent with what is known about the world, while those
in any pure stimulus-response (stimulus-control) model, or any pure
cognitive-control (neurological-control) model, are not.  The control
theory model assumes that, when organisms act, they produce corre-
spondences between their immediate perceptions of selected variables
in the world and internal (to the organisms) reference states (reference
signals) for those perceptions.

We did not ask whether reference signals exist in any particular physi-
cal form, or, if they do, whether they are “gained” through interaction
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with the world, whether animate, inanimate, or social, or are inherited
as part of a “genetic code.” Robinson (1976) wrote of this issue in a
discussion of Aristotle’s concept of “final cause,” which refers in part
to a person’s goals or intentions: “The issue is not how a given goal or
intention was established.  Rather, the issue or proposition is that out-
comes are never completely understood until the final cause is appre-
hended, no matter what ‘caused’ the final cause” (p. 91, emphasis in
the original).  In our simulations, by hypothesizing and estimating the
magnitudes of “reference signals,” whatever their origins, that func-
tion in the manner of “final causes” within a control-system model of a
person, we can understand and predict the outcomes when the person
controls selected perceptions of parts of the unpredictably variable
environment.

Modeling as a proper test of theory.  The success or failure of our simula-
tions immediately revealed the robustness, or lack of robustness, of al-
ternative models of behavior.  Other behavioral scientists recognize the
importance of comparing the simulated behavior of models against the
actual behavior of organisms.  In a critique of conventional statistical
methods in psychology, Meehl (1978) remarked:

In my modern physics text, I am unable to find a single test of
statistical significance.  What happens instead is that the physi-
cist has a sufficiently powerful invisible hand theory that enables
him to generate an expected curve for his experimental results.
He plots the observed points, looks at the agreement, and com-
ments that “the results are in reasonably good agreement with
the theory.” Moral: It is always more valuable to show approximate
agreement of observations with a theoretically predicted numerical point
value, rank order, or function form, than it is to compute a “precise
probability” that something merely differs from something else” (p. 825,
emphasis in the original).

Similarly, Dar (1987) wrote:

In physics...  theories are tighter and lead to precise predictions.
As a consequence, (a) if the numerical result is as predicted (that
is, close enough to the predicted point value or curve), it will be
very difficult, in contrast to the situation in psychology, to offer a
reasonable alternative theory for that.  This is because it is diffi-
cult to imagine alternative states of nature that will lead to the
exact same curve or numerical result.  (b) If the experimental re-
sult is not as predicted, some serious revision of the theory would
be required.  This is because a tight theory simply does not allow
for significant (I do not mean “statistically significant”) discrep-

ancies from predicted outcome (p.148).

And in his review of a book on cognitive theory, the behaviorist Shimp
(1989) declared:

A theory that behaves, that produces a stream of behavior, would
seem in an intriguing way to fit better with Skinner’s chief crite-
rion for a good theory than do many more common sorts of be-
havioral theory.  Skinner has argued that a good behavioral theory
is a theory on the same level as the behavior itself.  What is closer
to the level of a behavior stream of an organism than a behavior
stream of a theory?  (p. 170).

We could not say it better.  On any given experimental run, our simula-
tions produced multiple simultaneous streams of behavior, altogether
comprising thousands of predicted data points.  The levels of agree-
ment between the simulations and the behavior of a person allowed us
to immediately assess the adequacy of the three models of behavior
and of their implied models of the world.

The worlds implied by the models.  For all three models, the results re-
ported here would be general.  Within its physical limits, any S-R sys-
tem could make its movements match any target input, no matter how
unpredictable.  But, as happened with the cursor in Phase 3, if the con-
sequences of those movements were disturbed, they would always de-
viate from the target by an amount equal to the variations in the dis-
turbance.

Upon its first encounter with a new pattern of input, no cognitive
system could compute commands to immediately make its behavior
match the input.  After some time, of course, an appropriately endowed
cognitive system could search for a new pattern of commands.  But if
the input followed an unpredictable path or were presented only once
or too few times for the system to “compute” an appropriate plan,
learning would be impossible.  Furthermore, if the consequences of its
actions were continuously and randomly disturbed, no command-
driven cognitive system could compute behavior to keep the conse-
quences in any consistent relationship with the input.  To do that, the
behavior must deviate from its original pattern by precisely the amount
needed to cancel the effect of the disturbance, but the source of the
disturbance cannot be sensed in advance to allow anticipatory com-
pensations in the commands for behavior.

The only ways to salvage the traditional models, short of turning them
into control systems, rely on whimsical assumptions about the world.
For example, the S-R model might still work if it were only necessary
that changes in stimulation result in corresponding changes in behav-
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ior, with no regard for the consequences of behavior; and the cognitive
model might still work, if it were only necessary that movements re-
peat, while their consequences were allowed to change at random.  But
those assumptions contradict any reasonable understanding of behavi
r and its role in survival: behavior is functional, and its consequences
matter.  An alternative defense is to assume that the antecedents of be-
havior never change, or that they conveniently change across a small
enough set of discrete options so that we can always recognize which
one is present and perfectly match it with computed outputs-either that,
or we must anticipate the changes by “precognition.” And nothing must
ever disturb the consequences of behavior.  The world demanded by
those assumptions is not the one we know.

In contrast, within broad limits, any perceptual control system would
vary its behavior to keep its perceptions of a controlled variable at the
value specified by a reference signal, even if both the target event and
the consequences of the system’s actions were subject to unpredictable
variations.

We live in a changeable world, in which organisms with behavior
determined solely by environmental stimuli or solely by internal com-
mands could not survive; but theories of behavior that postulate con-
trol by stimuli or by commands have survived for centuries largely be-
cause they are not systematically exposed to the test of modeling.  To
modify cognitive or S-R models so that, like living systems, they might
thrive amidst change, we must abandon the core concept that behavior
is at the end of a causal chain, wherever the chain allegedly begins.  We
must give each model an internal standard and a process for compar-
ing present perceptions against that standard.  But then the models
would all be control systems, each controlling its input.

Conclusions.  The sciences of life reflect a three-century commitment
to linear models of cause and effect, with behavior as the final step in a
causal sequence.  If we are to advance our understanding of life, we
must question those venerable models, however plausible they seem.
We can no longer embrace them, knowing that they presuppose nonex-
istent worlds.  To question our traditional models raises the specter of
difficult change; but if we retain them, with their fanciful worlds, we
risk the trivializing and decline of our science.

The search for alternative models of behavior can begin with a simple
change in the question we ask, from “Why is behavior the way it is?” to
“Why is the world the way it is?” The answer to the new question in-
cludes a long-elusive answer to the old one: the behavior of organisms
controls many variables in the world.
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The Control Systems Group is a membership organization which
supports the understanding of cybernetic control systems in organ-
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Portable PCT Demonstrations

In “A General Feedback Theory of Human Behavior: Part II,” by W.T. 
Powers, R.K. Clark, and R.L. McFarland (Perceptual and Motor Skills 
11, 1960, 309-323), the authors describe a series of demonstrations 
showing the negative-feedback closed-loop operations of a “Portable 
Demonstrator”—that is, a normally functioning human being. Powers 
off ered additional demonstrations which illustrate the principles of his 
theory of psychological control systems (now known as perceptual con-
trol theory, or PCT) in his 1973 book, Behavior: The Control of Perception 
(Aldine, Chicago; currently available from De Gruyter /Aldine, 
Hawthorne, New York). In particular, his ‘Parable of the Rubber Bands” 
(pp. 241-244) has provided other perceptual control theorists with a 
foundation upon which to build both provocative and enlightening 
“hands-on” illustrations of the control-system basis of human behavior. 
For example, Philip J. Runkel has used rubber band demonstrations to 
introduce PCT concepts to behavioral scientists in his Casting Nets and 
Testing Specimens: Two Grand Methods of Psychology (Praeger, New York, 
1990), while family counselor Edward E. Ford has writt en in his Freedom 
from Stress (Brandt Publishing, Scott sdale, Arizona, 1989) of using rub-
ber band demonstrations to teach PCT concepts to his clients.

The following thread from CSGnet explores some possibilities for 
using the rubber band demonstration and other portable PCT demon-
strations—most needing no fancy equipment—as practical means to 
understanding perceptual control theory and its implications. To intro-
duce the thread, two sets of instructions for rubber band demonstra-
tions are included. Readers who are unfamiliar with “rubber banding” 
are especially encouraged to read the brief instructions given immedi-
ately below (writt en by Dag Forssell for CSGnet, based on suggestions 
by Powers and Runkel) and to try the demonstration themselves before 
proceeding to the thread. Chuck Tucker’s instructions for a more elab-
orate rubber band demonstration originally appeared in Continuing the 
Conversation: A Newslett er of Ideas in Cybernetics (12), Spring 1988, 16-19, 
and are reprinted here with the author’s permission.—Ed.

A Do-It-Yourself Demonstration of the Phenomenon of Control 
by Dag Forssell

You can demonstrate control in action to yourself and others, wher-
ever you are, with the simple prop of two rubber bands joined by a 
knot. Just get a friend to help you play a game. This game will illus-
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causing your behavior?” Then you explain that you have been keeping 
the knot as close to the mark as possible, and that any deviation caused 
you to do what you did.

No, you tell your friend, your purpose has not been to oppose his or 
her intention. Your purpose has not been to frustrate him/her. If, in-
stead of his/her fi nger, a machine had been hooked to the rubber band, 
you would have moved as you did. Your purpose was to keep the knot 
motionless over the mark. That’s all.

You moved to oppose any motion of the knot away from the mark, 
not to oppose him/her. Your motivation had nothing to do with what 
he/she might have been trying to do; you did not care. You watched 
only the knot and the mark. Indeed, if you had not been able to see 
your friend’s moves, your actions would have been identical. Watching 
the knot and the dot, you could not pay any att ention to your friend’s 
movements.

Reactions of “experimenters” will vary widely. A few will accuse you 
of being devious and go away grumbling. Most will be surprised, even 
dumbfounded, to have missed the obvious. A few will fi nd many of 
their previous ideas so shaken that they will think about it for days or 
weeks aft erward.

Play the game with your friend. Play it with several friends! Suppose 
you played this game with 10 of your friends. Let us say that one was 
in fact able to explain (without coaching) that you were only holding 
the knot steady over the mark and acted to keep it there. That means 
that nine out of 10 failed to recognize the phenomenon of control when 
it was right in front of them. They have never been shown what con-
trol is or how to recognize it. Without a paradigm of control, they are 
quite literally blind to a phenomenon that is fundamental for all living 
organisms.

Let us play the game again, with more visibility for both you and 
your friend. This time, you experiment on your friend and play the 
game on a piece of paper with a clearly marked target. Ask your friend 
to record his or her movements by holding a pen against the paper 
as he or she moves in response to your disturbing infl uence on the 
knot. Now we can focus on your friend’s visible behavior and ask the 
question: ‘What can a reasonable observer conclude about your friend 
based on what the observer can see of your friend’s behavior?” What 
is your answer? Would you agree that you cannot draw any conclu-
sions about your friend from his/her behavior? Your friend’s behavior 
is clearly a product of what your friend wants, combined with the dis-
turbances acting on what your friend is controlling. His/her behaviors 
are what they have to be under the circumstances, given all of the other 
elements and their infl uences.

This demonstration clearly recognizes wants and perceptions, the 

trate all of the elements of human control, their interactions and func-
tional relationships.

Get two small rubber bands and join them in a knot. You hook a 
fi nger into the end of one rubber band, and your friend hooks a fi nger 
into the other. Tell your friend something like: “You are the experi-
menter. Move your fi nger as you like. Watch what I do. When you can 
explain what is causing me to do what I do, let me know.”

When you sit down with your friend, place yourself so that the knot 
joining the rubber bands lies above some mark you can see, but which 
your friend probably will not notice a small mark on a table top or 
paper, or a piece of lint on your knee, something like that. As your 
friend’s fi nger moves, move yours so that the knot remains stationary 
over the mark.

By agreeing to keep the knot over a target, you have adopted a stan-
dard for the position of the knot as your want. When something acts to 
disturb the position of the knot, you will restore the knot to its position 
over the mark. You will move in any way necessary to do that.

Of course, you can’t keep the knot stationary if your friend moves 
faster than your natural reaction time can handle. Some people play-
ing this game seem to want to move abruptly, too fast. If that happens, 
ask your friend to slow down. The lessons to be learned will be much 
more obvious to both of you if you are able to keep the knot continu-
ously over the mark. You might say: “Don’t move so fast. I can’t keep 
up with you.”

Your friend will soon notice that every motion of his/her fi nger is re-
fl ected exactly by a motion of yours. When your friend pulls back, you 
pull back. When your friend moves inward, you move inward. When 
your friend circles to his/her left , you circle to your left . You must do 
that, of course, to keep the knot stationary. Your action illustrates very 
plainly the phenomenon of control—that we act in opposition to a dis-
turbance to maintain a perception we want.

Notice that you perform many diff erent acts to maintain your percep-
tion of the knot remaining over the mark. You move your fi nger to the 
left , to the right, forward, backward, diagonally at varying speeds.

Most people, when they announce that they can explain what is caus-
ing you to do what you do, will say that you are simply imitating what 
they do, or mirroring it, or words to that eff ect. Some will put it more 
forcefully: that whatever they do, you are acting in opposition to it. 
Almost all will say or imply that they are the cause of your behavior.

A few people will notice that the knot remains stationary. That is an 
excellent observation, but not quite an explanation of cause. Agree, but 
keep asking: ‘What is causing me to do what I do?” Most people will 
say that your intent is to do something in reaction to them. But then 
you deny that. They will eventually give up and ask: “All right, what is 
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diff erence between them, thoughts that provide instructions for ac-
tion, the variable we control, the actions themselves, other infl uences 
on the variable, and the extraneous, sometimes confusing byproducts 
of our actions.

Demonstrating Control Theory 
by Chuck Tucker

In this paper I present the procedures that I have used in classrooms 
and conferences for demonstrating Powers’ control theory. These pro-
cedures are derived from his discussion of experiments in Behavior: 
The Control of Perception (1973, 241-244). I have modifi ed them only to 
the extent that I have writt en explicit instructions to be used by the 
demonstrator and a volunteer. I have found the demonstration to be a 
powerful tool for explaining the fundamentals of control theory. I will 
present the demonstration exactly as I have done it and mention some 
implications and possible modifi cations at the end of this paper.

Materials

This demonstration requires: (1) six sheets of poster paper; (2) twelve 
6” pieces of masking tape, to att ach the poster paper to a smooth wall 
or chalkboard; (3) two short pencils of diff erent colors (I have used 
black and red); (4) two large rubber bands tied together with a knot; (5) 
a marking pen; and (6) 5” x 8” index cards with instructions. An easel 
with a pad could be used instead of the poster paper.

Introduction

I think it is very important to get the members of the audience or class 
involved in the demonstration, so I begin by reading this statement 
from an index card: “I will, with the help of another person, perform 
a series of demonstration exercises to illustrate the basic principles of 
Powers’ control theory. The demonstrations are slight modifi cations of 
those found in the book Behavior: The Control of Perception. I want all of 
you to take part in these demonstrations. It will not be useful to you 
unless you do take part. For each demonstration, I want each of you 
to watch and listen to the volunteer, and answer the question: What 
instructions or directions is he/she using to perform the movements 
in this demonstration? The volunteer will be asked to read and follow 
some directions, and your job is to fi gure out what instructions are be-
ing followed by him/her. I will give you a sheet of paper to write your 
answers on aft er each demonstration.”

Then I hand out a single sheet of paper to each person, which states:

CONTROL MODEL DEMONSTRATIONS

INSTRUCTIONS: There will be six diff erent demonstrations of 
a control model. For each demonstration, answer this question 
about the volunteer: WHAT INSTRUCTIONS OR DIRECTIONS 
ARE BEING USED TO PERFORM THE MOVEMENTS IN THE 
DEMONSTRATION? You must watch each one carefully and an-
swer the question for each demonstration aft er it is completed and 
before the next one begins. THANK YOU.

DEMONSTRATION I

The instruction(s) used by the volunteer is (are): ________________
_________________________________________________________.

The remainder of the sheet has a separate question for each demon-
stration.

Beginning the Demonstration

I begin the demonstration by reading this statement from a card: “I 
want someone to volunteer for some demonstration exercises. It will not 
be harmful to you, and all that is required is that you can read and fol-
low directions. If you wish to volunteer, please raise your hand.” I then 
motion to one of the persons with a raised hand to come to the front 
of the room, while I say ‘Please come to the front of the room.” Then 
I say “Thank you for volunteering.” I introduce myself (if necessary) 
and have the person introduce himself/herself to me. Then I say “Please 
take these cards and read the top one and follow its directions.” I then 
hand the volunteer a stack of index cards with printing on them.

The Exercises

The fi rst card in the volunteer’s stack states: “DEMONSTRATION 
EXERCISES—MOVE THIS CARD TO THE BACK OF THE STACK 
AND READ THE NEXT CARD.”

The statement on the next card is: ‘There are several cards, each con-
taining a diff erent set of directions. Read each card carefully before 
doing the exercise. I will ask ‘Do you understand?’ and you should say 
‘Yes’ or ‘No.’ If you say ‘Yes,’ I will ask ‘Are you ready?’ You say ‘Yes’ 
or ‘No.’ If you say ‘Yes,’ we will do the exercise. Now move this card to 
the back of the stack and read the directions on the next card.”

The next card states: “MOVE THIS CARD TO THE BACK OF THE 
STACK AND READ THE NEXT CARD.”
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The next card states: “EXERCISE I—In this exercise, you will be giv-
en a pencil. Take it in your hand and place it on the paper, holding 
it steady until you are asked if you are ready. When you are ready, 
you will move the pencil so that you draw the same diagram that I am 
drawing. Do this at the same time that I am drawing my diagram. Move 
this card to the back of the stack when you understand this exercise.”

While the volunteer is reading this card, I take a sheet of poster pa-
per, write “I” in its upper right-hand corner with a marking pen, and 
tape it to the wall or chalkboard with a piece of tape on each corner. 
When the volunteer moves the card, I say, “Do you understand?” If 
the volunteer says, “No,” then I say, ‘Please read the card again.” Aft er 
the volunteer has read the card, I again ask, “Do you understand?” I 
repeat this until the volunteer answers, “Yes.” (I have not had to ask 
a volunteer more than once to reread a card.) Aft er the “Yes” answer, 
I give the volunteer a black pencil, and I take a red pencil. The diff er-
ent colors allow the audience to distinguish between my drawing and 
the volunteer’s. I then ask: “Are you ready?” and when the volunteer 
answers, “Yes,” I say, “Let’s begin.”

Standing in front of the poster paper, I slowly begin to make a draw-
ing from an index card without lett ing the audience or the volunteer 
see the card. Although my drawing is complicated, it need not be for 
the demonstration. I try to have a drawing that has straight, sawtooth, 
and curved lines. I make the drawing about a foot square.

I begin with a vertical line, then make a 90-degree horizontal line, 
and then several squares which do not overlap. These are followed 
by several arcs and a sawtooth line, another horizontal line, another 
vertical line, concluding with an s-shaped line. The drawing is done 
at a slow pace, and none of the lines repeat the same path, although 
they do intersect one another. When I fi nish my drawing, I remove my 
pencil from the paper, turn to the audience, and say, ‘Please answer the 
question on your answer sheet for Demonstration I.” Then I turn to the 
volunteer and say, “Please read the next card.”

The next card states: “MOVE THIS CARD TO THE BACK OF THE 
STACK AND READ THE NEXT CARD.”

The next card states: “EXERCISE II—In this exercise, you will take a 
pencil in your hand as you did in Exercise I and hold it steady on the 
paper until you are asked if you are ready. When you are ready, you 
will move the pencil in the same directions as my pencil, always keeping 
your pencil at a distance of one foot (12”) and on the same level or same plane 
as my pencil. Keep your pencil on the paper at all times. Move this card 
to the back of the stack when you understand what you are to do in 
this exercise.”

While the volunteer is reading the card, I remove the poster paper for 
Exercise I from the wall or chalkboard and put up a new sheet marked 

“II.” Then I ask the same questions that I did for the fi rst exercise, and 
I stand in front of the paper when the volunteer is ready.

For Exercise II, I make the same drawing as I did for Exercise I. When 
I complete the drawing, I ask the audience to answer the question for 
Demonstration II, and then say to the volunteer: “Please read the next 
card.”

The next card states: “MOVE THIS CARD TO THE BACK OF THE 
STACK AND READ THE NEXT CARD.”

The next card states: “EXERCISE III—In this exercise, you will take 
the pencil in the same hand as in Exercise II, but you will place that 
hand through a rubber band. Always hold the pencil on the paper so 
a mark is made by it. I will place my fi nger through the other rubber 
band and then on the paper. Watch the knot between the rubber bands, and 
always keep it on the same ‘spot’ or place on the paper. The knot will move, 
but keep it in the same place. Move this card to the back of the stack 
when you understand.”

While the volunteer is reading this card, I remove the paper and re-
place it with another sheet marked “III.” Then I ask the familiar ques-
tions of the volunteer about his/her understanding. I show the volun-
teer how to hold the pencil and the end of the rubber band at the same 
time, and then I stand in front of the paper with my pencil, and begin 
my drawing.

My drawing for this exercise is quite diff erent from that in the pre-
vious exercises. Again I have it on a card, and I look at it while draw-
ing. I begin with a vertical line, then make a right angle with a line 
toward the volunteer, then make another right angle with a vertical 
line, and then a horizontal line. I follow these with several arcs, then 
a horizontal line toward the volunteer, ending with a vertical line and 
an s-shaped line. I remove my pencil from the paper when I fi nish my 
drawing, and I say to the volunteer: ‘Please read the next card.” I then 
ask the audience to answer the question for Demonstration III.

The next card states: “MOVE THIS CARD TO THE BACK OF THE 
STACK AND READ THE NEXT CARD.”

The next card states: “EXERCISE IV—In this exercise, you will hold 
your pencil on the paper in the rubber band as you did in Exercise III. 
I will make a ‘dot with a circle’ on the paper. Your task is to keep the 
knot of the rubber bands exactly over the ‘dot’ inside of the circle, even 
when the knot moves. Always keep the knot over the ‘dot.’ Move this 
card to the back of the stack when you understand.”

While the volunteer is reading this card, I remove the paper and re-
place it with another marked “IV.” In addition, with the marking pen, 
I make a dot surrounded by a circle in the middle of the paper. Then 
I ask the same questions of the volunteer as before, regarding his/her 
understanding. (By this time, no one has ever had any problems fol-
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lowing the instructions.) Then I show the volunteer again how to hold 
the rubber band and the pencil, and I proceed to make a drawing dif-
ferent from those in the previous exercises.

I begin this drawing with several arcs toward the volunteer, then I 
draw several arcs moving away from him/her. This set of lines is fol-
lowed by a horizontal line away from the volunteer, a vertical line at 
a right angle, a horizontal line toward the volunteer at a right angle, 
and a short vertical line. When fi nished, I remove my pencil from the 
paper and ask the audience to answer the question for Demonstration 
IV; then I ask the volunteer to ‘Please read the next card.”

The next card states: “MOVE THIS CARD TO THE BACK OF THE 
STACK AND READ THE NEXT CARD.”

The next card states: “EXERCISE V—In this exercise, you will hold 
the pencil in the rubber band as you did in Exercise IV. I will make the 
same ‘dot with a circle’ diagram as I did in the last exercise. This time, 
your task is diff erent. Your task is to keep the knot of the rubber bands exact-
ly over the vertical line ABOVE the ‘dot’ even when the knot moves. Always 
keep the knot over the place where the line and circle intersect above the 
‘dot.’ Move this card to the back of the stack when you understand.”

While the volunteer is reading this, I remove the paper and replace 
it with another, marked “V.” On this paper, with the marking pen, I 
make a dot surrounded by a circle, with four small lines on the circle, 
90 degrees apart from each other. This confi guration looks like a tar-
get.

When the volunteer understands and is ready, I make the same 
drawing as I did for Exercise IV. When fi nished, I ask the audience to 
answer the question for Demonstration V, and then I say to the volun-
teer: ‘Please read the next card.”

The next card states: “MOVE THIS CARD TO THE BACK OF THE 
STACK AND READ THE NEXT CARD.”

The next card states: “EXERCISE VI—In this exercise, you will hold 
the pencil in the rubber band as you did in Exercise V. I will then make 
the same ‘dot with a circle’ diagram as I did in the last exercise. This 
time, your task is diff erent. Your task is to keep the knot of the rubber bands 
inside of the circle even when the knot moves. Always keep the knot within 
the circle. Move this card to the back of the stack when you under-
stand.”

While the volunteer is reading this card, I remove the paper and re-
place it with another, marked “VI,” then I draw a “target” on the pa-
per. When the volunteer understands and is ready, I make the same 
drawing as I did for Exercise V. When fi nished, I say to the volun-
teer: “Thank you, we have fi nished all of the exercises. You did very 
well.” I ask the audience to answer the last question on their sheet for 
Demonstration VI.

8

Discussing the Principles of Control Theory

When discussing this demonstration, I put the drawings for each ex-
ercise up in full view. I have the volunteer standing next to me at the 
front of the room. Aft er I put up each drawing, I ask, ‘What was the 
instruction he/she used to make this drawing?” and members of the 
audience are called upon to read their answers. I initially focus on the 
answers which are in error, and then I mention those which are cor-
rect. Aft er gett ing a few answers which are in error, I ask the volunteer 
to read the actual instructions. As I discuss each drawing, I follow the 
same procedure. When I have fi nished discussing all of the exercises, I 
then use each exercise as an illustration of control theory.

The drawings for each exercise are designed to highlight diff erent as-
pects of control theory. The drawings for Exercises I and II are the same, 
while the drawing for Exercise III is diff erent, and those for Exercises 
IV, V, and VI are the same, but diff erent from the others. Exercise I is 
supposed to demonstrate the “classical” stimulus-response (S-R) mod-
el, in that the volunteer imitated my drawing. But it should be pointed 
out to the audience (the volunteer will usually agree on these points) 
how slowly the volunteer moved, since he/she had to “see” my draw-
ing before he/she could move. The volunteer usually agrees that this 
task was very diffi  cult to accomplish. But the most important point to 
make is that the volunteer could not have done anything without the 
instruction “draw the same diagram that I am drawing.” This instruc-
tion had to be used by the volunteer as a reference state to control 
his/her own conduct. This point can also be made for Exercise II, since 
the drawings are the same.

When comparing the drawings made in Exercises I and II, the au-
dience might judge the reference states to be the same. It should be 
noted that the volunteer was bett er able to draw the one in Exercise H 
in (small) part because of previous experience, but that the instruction 
for the reference state was very specifi c. The point to be made is that 
two instances of similar behaviors can be generated with two diff erent 
reference states, but that the diff erent precisions of the instructions will 
make a diff erence in the two actions. Again, although the stimulus-re-
sponse model seems to be relevant, it can be pointed out that it could 
not account for a similar behavior resulting from two diff erent instruc-
tions; the S-R model would predict similar behavior, due to similar 
stimuli. These fi rst two exercises, when explained with control theory 
principles, can counter most arguments for the stimulus-response ap-
proach.

The drawing for Exercise III has some lines similar to those in the 
drawings for Exercises I and II. This was done to illustrate that the 
volunteer will have a similar drawing even when the reference state, 
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perceptual signals, and sensory signals are quite diff erent. The volun-
teer could not have “carried over” the entire drawing from the pre-
vious exercises. It also can be pointed out that the volunteer’s action 
was quite shaky, due in part to lack of specifi cation of the “dot” and 
comparative sensory signals. This information can be used when this 
exercise is compared with the next one.

I made the drawings for Exercises IV, V, and VI the same for several 
reasons. First, these movements seem to work best for using rubber 
bands; sawtooth and vertical lines do not produce much movement by 
the volunteer. Second, I wanted to fi nd out if audiences judge the refer-
ence signals for these three exercises to be the same from similar draw-
ings and the target on the paper. Finally, I wanted to see how much 
“carry over” there might be from practice with diff erent reference 
states. I use these exercises to show the eff ect of diff erent instructions 
and reference states on the perceptions of the volunteer. I have never 
had a volunteer fail to report the importance of these diff erences.

The volunteer does a much bett er job with the drawing in Exercise 
IV, because there is an actual dot on the paper, rather than an “imag-
ined” dot as in Exercise III. Some, but not many, members of an audi-
ence are able to distinguish between the instructions for Exercise III 
and those for Exercise IV. There is very litt le “carry over” for these 
drawings, because the volunteer is concentrating on the target instead 
of my drawing actions. But the instructions for Exercise VI provide a 
very interesting illustration of control theory.

Exercise VI specifi es a reference state with a wide range of movement 
and very litt le possibility for error. If the volunteer follows the instruc-
tions properly, he/she will not have to move at all. I make my move-
ments in such a way as to keep the knot within the circle at all times. 
The diff erence between the drawing for Exercise VI and those for the 
previous two exercises is usually quite noticeable. Many members of 
the audience say that the volunteer was confused or made an error. But 
this exercise is important to illustrate that a reference state (certainly at 
the higher levels) can be specifi ed as a “range” where a variety of ac-
tions can occur before any negative feedback is noticed by the person.

You might think of other ways to treat these diagrams. Remember, 
even if the volunteer does not use the reference state that is specifi ed 
in an exercise, he/she will use some reference state. In most instances, 
it is rather easy to determine what the volunteer controlled for in an 
exercise. I have rarely been wrong when I have guessed the reference 
state of a volunteer in these exercises.

These exercises, although clearly borrowed from Powers, have some 
distinct advantages over his for instructional purposes. Among the ad-
vantages are: (1) a record (trace) of the movement behavior of both 
the demonstrator and the volunteer, off ering the possibility of precise 

comparative measurement; (2) reference state instructions are known 
only to the demonstrator and the volunteer, not to the audience, which 
takes away the “obviousness” or “oh sure” audience response; and (3) 
the use of diff erent exercises allows a comparative approach to control 
theory.

Possible Modifi cations

One could use a clear plastic board with clear plastic sheets for draw-
ing, allowing the audience to see both the demonstrator and the vol-
unteer from the front. Or a computer and a large screen could be used 
with a program which would make the drawings while the volunteer 
was following the instructions by using a joystick. This procedure 
would also allow for precise measurement of the volunteer’s move-
ments, with a printed record of the drawings. I am sure that other 
modifi cations could be made to increase the utility of these exercises.

___________

Rick Marken: What we need to do as control theorists is develop more 
demonstrations of the fact of control.

I think that some of the best evidence of hierarchical organization 
in behavior comes from experiments showing one (or more) control 
systems operating within the time-frame of other control systems. This 
is the beauty of some of Bill Powers’ “Portable Demonstrator” experi-
ments. The simplest is when E’s hand pushes down on S’s hand to 
signal S to move his/her hand down from a fi xed position. S’s initial 
reaction is always an upward push before downward acceleration—the 
position control system reacts to the disturbance to position before the 
higher-order system can treat the disturbance as a signal to change the 
reference for the position control system.

I think it is important to get people to understand the phenomenon of 
control before pushing the theory that is designed to explain it. Telling 
psychologists that control theory is beautiful and powerful and revo-
lutionary and humanistic and whatever just won’t cut it. Theories are 
interesting to the extent that they explain what you want explained. 
And control theory explains control; so it would be most useful to 
show how control is involved in the behavior that psychologists are 
typically interested in. If psychologists are interested in cognition, 
then fi gure out demos that show how control is involved in cognition 
(we’ve done some of this, but not nearly enough). In some areas, like 
operant conditioning, the existence of control is fairly easy to demon-
strate. In other areas (like language production), it might be more dif-
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fi cult to show how control is involved. But this must be the approach 
to promulgating control theory; because people cannot be expected to 
get interested in a theory if they have no idea what it’s for. Indeed, I 
have more of a problem dealing with people who love control theory 
qua theory (they like the negative feedback and circular causation and 
all that) and have no idea what phenomenon the theory is designed 
to explain. I think there is a name for this latt er approach to control 
theory; it’s called “religion.”

Gary Cziko: You can play with your tongue to see how speech distur-
bances are corrected. For example, keep the tip of your tongue against 
the inside of your bott om teeth and talk. I found this very easy to do 
with almost no sound distortion. Even sounds which normally require 
the tip of the tongue to move to the top of the mouth (/t/, /1/, /n/) are 
no problem—the middle of the tongue just comes up instead. For some 
reason, “gluing” the tip of the tongue against the bott om teeth is much 
harder, but still intelligible aft er a litt le practice. But watch yourself in 
the mirror if you want some laughs. The facial compensations that I 
use make me look like I’m snarling. Vowels are quite easy either way. 
Mustn’t there be real-time perceptual control for this to work? Seems 
so to me.

Bill Powers: I get a very strong sense of the imagined auditory feed-
back by just mouthing “hello” without any sound (not breathing in or 
out). I don’t actually hear sounds (no intensity or sensation) but the 
mouthed “hello” is still very plain to me as an imagined auditory ex-
perience. Does this work for anyone else? (Of course any other words 
will do—that’s just the one I tried a moment ago.) It’s the same imag-
ined auditory experience I get from reading “hello.” (Come to think of 
it, there’s also an imagined kinesthetic experience in reading “hello” 
or “hello?” Even more so with “rouge,” in French. Next thing, I’ll be 
moving my lips when I read.)

Gary says: “For example, keep the tip of your tongue against the 
inside of your bott om teeth and talk. I found this very easy to do with 
almost no sound distortion.” Brilliant! Yes, it’s easy! There is some dis-
tortion of the fi nal result, but I’ll bet that if you used Crazy Glue to 
keep the tip of your tongue fastened to your bott om teeth for a month, 
you’d be talking essentially normally at the end. What you would be 
saying is another matt er. Any volunteers?

Gary also says: “For some reason, ‘gluing’ the tip of the tongue 
against the bott om teeth is much harder, but still intelligible aft er a lit-
tle practice.” I presume you meant “upper teeth.” Yes, it’s harder—you 
have to use the lateral margins of the tongue to make a “t,” and the 
vowels get distorted. But it’s still quite intelligible.

I just love this kind of simple portable demonstration. It’s a com-
plete refutation of the idea that articulation consists of producing a 
preset patt ern of motor outputs, and anyone can do it in two seconds. 
Absolutely ingenious, Gary.

In the Coin Game [a portable demonstration of PCT’s Test for the 
Controlled Variable], the Subject lays out four coins on a table so that 
some patt ern the subject has in mind is contained in the layout. The 
Experimenter disturbs the arrangement. If the Subject can no longer 
perceive the intended patt ern, he or she moves one or more coins so 
that the patt ern is again visible. If the Experimenter’s move left  the in-
tended patt ern still visible, the Subject just says “no error.” The game is 
fi nished when the Experimenter can create disturbances that predict-
ably call for corrective action, and disturbances that predictably result 
in “no error.” The criteria can be adjusted as suits the players and their 
degree of skepticism.

An example of such a patt ern is “at least one right angle.” An ex-
perimenter unaccustomed to this test for the controlled variable might 
take half an hour to discover this patt ern. Of course, it is possible to 
devise patt erns that are undiscoverable, if you like wasting time. It 
is impossible to discover what patt ern the Subject is controlling if the 
Subject keeps changing the reference patt ern during the game. In such 
a case, only the Subject and God know what the controlled variable is 
at any moment. Even in this kind of case, however, the Experimenter 
can go up a level and approximate a higher-level controlled variable: 
“Either you’ve got an extremely obscure patt ern in mind, or you keep 
changing it every time I get close.” Playing this game will teach one a 
lot about how to fi nd controlled variables, and the pitfalls of assum-
ing that “insights” into what another person is doing have any rel-
evance. The Test is all about eliminating wrong hypotheses. When you 
get systematic about doing that, you can guess very effi  ciently. If you 
get hung up on a clever hypothesis, you might take forever to fi nd the 
right controlled variable.

It is also instructive to discover that a perfectly good verbal defi ni-
tion of a controlled variable that passes every test is not the one the 
subject used. You say, “It’s a zig-zag!” The subject says, “No, it’s an ‘N’ 
on its side.” Of course, it’s really a “Z.” In fact, it’s the perception that 
the Subject intends to reproduce, not its description.

Dag Forssell: I would like to build a simple control system demo to 
fi t in a briefcase and be powered by regular house current. How about 
a joystick-controlled rheostat providing a reference signal to represent 
the aiming of a cannon? I would like the reference signal to be visible, 
perhaps in the form of a voltmeter. The gun barrel would be hooked to 
a rheostat and the signal made visible in the same way; the error signal 
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thus created also would be made visible. An amplifi er (with output 
visible on a watt  or amp meter or perhaps through the glow of a light-
bulb or tone (pitch, volume) of a small speaker) would drive a motor 
left  or right with proper drive of the gun barrel.

It occurs to me that if the perceptual, reference, and error signals 
were shown on strings of light-emitt ing diodes, then the subtraction 
could be made graphically quite visible.

One of the things I want to come alive is the (rapid) conformance of the 
perceptual signal in response to a rapidly changing reference signal.

Surely some of the people on the net have thought about this and 
can suggest designs, components, and sources of supply. Please give 
me some ideas.

Later, we could create visible confl ict between two units and also 
build a hierarchy.

Wayne Hershberger: Dag, you might want to consider the control sys-
tems used to pilot radio-controlled model aircraft . They are batt ery 
powered. You would not need the radio, just a servo and a device to 
provide the servo’s reference input. You can purchase a servo in an 
R/C hobby shop for about $25. You might need to special-order the 
servo driver. Ace R/C Inc. (Box 511, 116 W. 19th St., Higginsville, MO 
64037; phone 816-584-7121) calls their driver a “Servo Cycle.” It costs 
about $30. Ace R/C sells their products as kits or as assembled units. 
If you were to get everything assembled from Ace R/C, I estimate that 
it would cost you about $85. You would need: Ace R/C Bantam servo: 
$26.45; Servo Cycle (with connectors for Ace servo): $32.95; nicad bat-
tery pack (4.8 volts DC, 500 milliamps): approximately $20.00; batt ery 
charger for nicads: approximately $8.00; plus postage: $3.00.

Gary Cziko: Wayne, could you tell me what such a system as you out-
line for Dag would actually do?

Wayne Hershberger: Gary, the radio control systems employ position 
servos. Each servo, encased in a small box displacing less than one cu-
bic inch, controls the position of a small arm extending from the case. 
Four servos are customarily used in model aircraft , with the output 
arm of each servo linked to one of the four fl ight controls: thrott le, rud-
der, elevator, and ailerons.

Disassembling a position servo, one fi nds three components:
(1) an eff ector—a geared electric motor that drives the output arm 

about its axis of rotation,
(2) a position sensor—a potentiometer whose wiper is att ached to 

the output arm’s axle of rotation, and
(3) a circuit board comprising electronic components that receive the 

reference position (signal from a transmitt er), compare that reference 
position with the sensed position, and amplify the error signal to drive 
the motor.

By wiring electrical meters into the circuit, one can see that the servo 
draws very litt le current (about 10 milliamps) when its arm is idling 
in the reference position, but over 100 milliamps when a load tries to 
displace the arm.

Gary Cziko: Wayne, are the R/C servos strong enough to interact with 
a human? That is, could I grab hold of the arm (if only delicately with 
two fi ngers) and disturb it and feel it fi ghting back? For a good demo, 
it should have enough loop gain and “muscle” so that I can feel it re-
sisting, but not so much so that I can’t even budge the arm.

Of course, it would be nice to have it move in more than one dimen-
sion to make it seem even more alive.

Bill Powers: Wayne, I’ve sent for the Ace catalogue. I had always 
thought that those servos are just up-center-down or on-off . There 
should be all kinds of neat demonstrations we can come up with using 
a pre-packaged position servo as the core device. You could use two 
of them to play the rubber-band game in one dimension. Maybe you 
could make a balsa-wood jointed arm. More toys!

Dag Forssell: Thanks, Wayne, for the info on servos. I had in fact vis-
ited a hobby store and concluded that these servos were stepping mo-
tors and not suitable for demo-building. Based on your post, I sent for 
the Ace catalog. I hope that the ready-made, inexpensive, and certainly 
compact servos off ered by Ace will be suitable.

Bill Powers: Yes, if those litt le servos can produce enough output 
force, they will certainly make suitcase demonstrators much easier to 
achieve. But let’s not give up on fi nding components for designing our 
own.

Joel Judd: [Excerpts from a manuscript titled “Second Language 
Acquisition as the Control of Perception”:]

I need a volunteer for a harmless demonstration. [What follows is 
the rubberband demo—a volunteer is asked to hook one fi nger into a 
loop, and I hook one of mine into the other. I tell the volunteer to move 
as he sees fi t, avoiding exaggerated or extreme movements, and when 
he knows what I am doing, to stop.]

What do you observe? (Responses.) You will notice that as long as 
the rubberband was taut, I moved my fi nger in a coordinated fash-
ion along with the volunteer’s. If you think I was simply mirroring 
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his movements, what would you say if I covered up his hand or used 
a rubber band with three loops? One could run a correlation on the 
movements of our two fi ngers, and fi nd a coeffi  cient somewhere in the 
neighborhood of .95, or even bett er. This is an incredible correlation 
for the behavioral sciences. But what does it tell you about me? It tells 
you that our fi nger movements correlated. Somehow that knowledge 
is not very satisfying. Why was I moving the rubberband as I did? 
What if I tell you that I was trying to keep the knot over a spot on the 
board? Now what do you know? Does that change your perspective 
on this experiment? Now you know why I behaved as I did—why, as 
long as the game was on, I counteracted moves made by the volunteer. 
Did the volunteer cause me to move as I did? Well, yes and no. Yes, in 
the sense that he caused disturbances to my goal of keeping the knot 
over the mark. No, in the sense that if “keep the knot over the mark” 
was not my goal, his movements would not have required any action 
on my part. I was concerned with maintaining a particular relation-
ship between the knot and the mark on the board. He made it diffi  cult 
for me to achieve that goal, so I had to do something to overcome the 
disturbances.

The principles I would like to emphasize from this demonstration 
at this time are three. First, I had a purpose in playing the game. My 
purpose was to maintain a close match between my goal (“keep knot 
over mark”) and what I perceived with respect to that goal (through 
vision). My behavior was purposeful. Second, while the behavior had 
a purpose, it was not controlled, it was only incidental. It was the result 
of a comparison between my goal and my perceptions. If my percep-
tion was “knot over the mark,” then litt le behavior was required; if 
the perception was “knot far from mark,” marked behavior resulted. 
But what I was controlling is the third principle: perceptual inputs. 
What I wanted was to perceive the knot over the mark. My observed 
behavior was only one of several ways that I could have achieved the 
desired perception (I could move just my fi nger, my whole body, or 
even the chalkboard itself). I did not concentrate on the volunteer’s 
fi nger movements, or on my own. What I did was to check my actual 
perceptions against what I wanted to perceive.

Given such an interpretation of events, what can we predict? We can 
say that I will do what is necessary and possible for me to do in order 
to maintain my internal reference or goal. You cannot predict what 
exact physical behavior I am going to exhibit; you can predict (know-
ing my goal) that I will do something to maintain that goal in the face 
of disturbances.

We saw in the demonstration how the observation of my behavior 
did not lead you to understand why I was doing what I did (or per-
haps you hazarded a correct guess). It was obvious that I was moving 

in concert with the volunteer, but even noting this (and correlating an 
extremely high correlation), you learned nothing about my purposes. 
There are only two ways in which you could fi nd that out. One is to 
ask me. Of course, I can lie or mislead you, but it is possible to fi nd out 
one’s goals by asking what they are. How oft en this possibility is over-
looked in the social sciences. The other, “purer” way to determine 
goals is to hypothesize what they are, then apply systematic distur-
bances to the organism and see if it tries to overcome them—to obtain 
the goal even though unpredictable obstacles threaten to prevent its 
att ainment. This description of behavior is known as perceptual con-
trol theory.

Bill Powers: Joel, if the goal is “keep the knot over the mark,” there 
are several ways to achieve it:

1. Drive a nail through the knot into the mark (no control needed).
2. Shoot a curare arrow into the other person so he/she will stop dis-

turbing the knot.
3. Employ a visual-motor control system and give it the reference-

image or goal that we describe as “knot over mark.”
Just quibbling.

Gary Cziko: Stand up. Close one eye. Then push on the side of the 
open eye with your fi nger. The perceived motion makes you feel a bit 
unsteady, doesn’t it? Now, walk a straight line with one eye open and 
then, while walking, disturb the eyeball with your fi nger (give a nice 
steady push and hold it there). You might fi nd that you can no longer 
walk a straight line. If you are pushing on the right side of your right 
eyeball, you will likely veer to the right (because your brain thinks 
your body is leaning to the left , it will “compensate” and send you off  
to the right). I actually feel that I will fall down if I don’t stop walking 
and don’t stop pushing, although some of my colleagues here can con-
tinue quite well, but still report how odd it feels.

Let’s get some data from others out there on the latest PCT portable 
demonstration.

Rick Marken: Gary, I damn near knocked myself over when I was 
walking. What a splendid demo. Everyone should try it—but be care-
ful. I am truly amazed at the power of this litt le demo. I would have 
imagined that walking could be carried out quite well even if the vi-
sual input were disturbed—but no way!

Gary Cziko: To complete the eye-pushing demo, three more steps 
should be added. First, reverse eyes to see how you now stagger to 
the other side, to show that this is a systematic eff ect. Second, walk a 
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straight line with eyes closed and then push on the eyeball. No prob-
lem (except for the normal “drift ” of trying to walk straight with no 
visual feedback). Therefore, it is not just pushing on the eyeball which 
causes the instability. Finally, walk with the one eye open while mak-
ing lots of saccades. No problem. Therefore, it is not just moving im-
ages on the retina which causes the problem. The problem is caused 
only by having the retinal image disturbed by some “outside” factor.

For even more excitement, try this while riding a bicycle (now I 
know why I wear a helmet). Doing it while driving a car is also amus-
ing (make sure fi rst that you are insured against PCT demos). Any 
airplane or space shutt le pilots out there?

Let’s see what my list of portable PCT demos looks like now:
1. Powers’ classic rubber band demo of keeping the knot of two knot-

ted rubber bands (elastics) over some fi xed point with the subject’s 
(controller’s) fi nger in one loop and the disturber’s fi nger in the other. 
Demonstrator can be either subject or disturber.

2. The demonstration of the levels of the hierarchy involving hand 
movements.

3. Speaking while keeping the tongue in some relatively fi xed posi-
tion, e.g., tip touching upper or lower teeth.

4. Eyeball pushing and walking.
5. Finger pointing. Close one eye. Reach out with one arm with in-

dex fi nger extended and put the fi nger where it “touches” some dis-
tant object. Keep it there and watch how your arm seems to take on a 
life of its own as it actively compensates for disturbances caused by 
breathing, heartbeats, body movement, muscle fatigue, etc. Then de-
cide to move your fi nger a certain distance above or below where it 
was. When I change the target, I get a feeling of “willing” which is 
very diff erent from just maintaining the fi nger in a certain spot. This 
lower-level maintenance of fi nger position feels like it is running on 
a sort of automatic pilot. I do not feel as if I am actually in control of 
the litt le movements needed to maintain the fi nger on the target. And, 
of course, in a sense I am not. All (higher-level) “I” can do is specify 
the reference signal for the lower systems, and then they do their jobs 
without any further assistance from the higher levels.

Are there other portable demos that I have missed? If we get enough 
of these, maybe PCT will start taking over classic psychology in intro-
ductory courses just because it will be so much more fun!

Martin Taylor: The eye-push demo is very reminiscent of one of psy-
chologist J.G. Taylor’s demos. Gary’s mention of bicycling brought it to 
mind. Taylor claimed (and demonstrated) that distortions of vision are 
corrected if and only if the distorted components are aff ected by be-
havior as part of the feedback loop involving that behavior. One of the 

distortions was to wear spectacles with some kind of prism, such as in-
verting spectacles that interchanged left  with right, or up with down, 
or merely displaced things (say) 20 degrees to the left . He mentions 
in his book the experience of seeing a narrow strip of fl oor in front of 
him (on which he would be walking) seem perfectly normal and fl at, 
while on either side (irrelevant to his walking) the fl oor seemed to be 
sloping. At the same time, the surface of a table showed no levelling 
eff ect during the 13 days of the experiment. At the table, he indulged 
in no control behavior (he says) that involved gravity, and thus there 
was no mechanism for the distortion to correct itself (no feedback to 
test reality).

But more dramatic is a fi lm of Seymour Papert (of MIT) learning to 
ride a bicycle while wearing left -right inverting spectacles. At fi rst, as 
soon as he put on the spectacles, Papert would crash—he applied the 
wrong corrections. Aft er a while, he could stay on, albeit wobbly. But 
then he would crash when he took the spectacles off  while riding. Aft er 
more training, he could put the spectacles on and take them off  quite 
freely, while maintaining control. But then comes the kicker—Taylor 
took the prisms out of the spectacles (the frames were quite heavy), 
or perhaps he substituted non-inverting prisms. At any rate, Papert’s 
view of the world was normal with or without the spectacles. But on 
putt ing the spectacles on, he crashed as in phase one. Taylor took this 
to mean that the totality of sensation involved in a situation was all 
part of the control system, and this included having reorganized the 
system to include what amounted to a switch based on the weight of 
the spectacles on the nose (Papert “knew” what was in the spectacles, 
but his fully trained control systems didn’t).

Papert, by the way, contributed a mathematical appendix to a chap-
ter of Taylor’s book, so he was familiar with the theory, though it is 
hard to see how this could have contributed to the eff ects. I certainly 
would not have allowed myself to keep falling off  a bike to support 
someone else’s theory of perception!

Gary Cziko: Here’s a demo on “apparent social control.”
I ask the audience to close one eye and reach out with one hand with 

fi nger extended to “touch” my hand. I then move my hand around and 
they all follow quite nicely. It almost looks as if my hand is connected 
to all of their hands (like puppets on strings). I then ask them to raise 
their hands as high as they can. Then, for contrast, I ask them to shout 
“Go Illini” as loudly as they can at the count of three (the Illini is the 
name given to football/basketball teams at my university). I then count 
to three and... total silence.

So they will do as I ask only if not doing so would create an error 
signal (they want to be cooperative, and audiences are certainly used 



2120

to moving their hands around). But shouting as loud as you can in a 
classroom would create more of an error signal (or I suppose I should 
say an error at a higher level) than the error signal created by not fol-
lowing my shouting request. (I wonder what a roomful of Republicans 
would do if asked to shout ‘long live George Bush!”)

Bill Powers: Gary, I love the social-control demo. We need a version of 
it for the portable demonstration collection. How about giving a pin to 
someone, and giving him/her instructions to push it all the way into a 
chair cushion, a rug, and the palm of his or her hand?

Gary Cziko: In my continuing search for portable demonstrations of 
perceptual control theory in action, I was playing with handwriting 
this morning. Here are some things to try. I will assume that you all 
write with your right hand. Left ies need to substitute left  for right and 
vice versa.

1. Write a sentence with your right hand. Notice how easy and quick-
ly you can do this.

2. Write a sentence with your left  hand. Notice how much more dif-
fi cult and slower this is. Nonetheless, if you take your time, you can 
probably still write quite legibly (I can, anyway).

3. Now write another sentence with your left  hand, but write back-
wards, that is, from right to left  with the lett ers laterally transposed (the 
way DaVinci wrote, I’m told). I found this to be even more diffi  cult 
than 2. From a motor perspective, we might expect it to be easier, since 
the actions are the mirror image of what is done with the right hand. 
But I think it is harder since we simply don’t have a good idea of what 
reversed writing should look like. I found that I would oft en “freeze” at 
the beginning of a word. I did not “freeze” when I wrote in the normal 
direction with my left  hand.

4. Now try writing some individual words (still left handed and 
backwards and laterally reversed), but now write normally with the 
right hand the same words simultaneously. You should be able to 
write quite easily backwards this way, since now you have a “motor” 
reference level which you can use for the left  hand.

5. Aft er a litt le bit of this, you might fi nd that you can just “imagine” 
the right hand writing normally and then write backwards with the 
left  hand without much diffi  culty. But you still probably don’t have a 
good idea of what your backwards writing should look like. So even 
though you’re looking at your left  hand write backwards, it seems (to 
me anyway) that the visual feedback is not used very much. It is sort 
of like writing normally but with your eyes closed.

6. Now, you can switch back and forth between forwards and back-
wards writing with your left  hand. And it feels quite diff erent. Writing 

normally (left  to right) with my left  hand, I am using primarily visual 
feedback, since I know what it is supposed to look like. It is quite slow, 
but I can make it look quite good if I take my time. Writing backwards 
with my left  hand (aft er using the simultaneous right hand trick) is 
much faster and feels just fi ne, but looks prett y awful since I am using 
proprioceptive feedback, not visual.

In addition to its use as a demonstration of some key PCT ideas, 
handwriting might be a good way to do research on reorganization. 
Only pen and paper are needed, and the subject leaves a permanent 
record of his or her behavior, with no need for fancy computers and C 
compilers. In addition to the above tasks, you can see reorganization 
in action by holding a mirror at the head of your paper and writing so 
it looks normal in the mirror. This makes you write upside down. This 
is maddeningly diffi  cult. You can see your runaway streaks of positive 
feedback as you try to make a line go down and it keeps ascending 
faster and faster the harder you try to get it to descend. This reminds 
me of Martin Taylor’s account of Seymour Papert learning to ride a bi-
cycle wearing reversing prisms as eyeglasses, but it doesn’t hurt nearly 
so much to make a mistake.

Joel Judd: I have wished many times for a “real” example of lin-
guistic control to give to the audience (or perform on the audience). 
Nothing fancy, just something that most would agree demonstrates 
control. I have been looking for something along the lines of James’ 
(18%) Romeo and Juliet description for purposeful behavior. Is there 
something in some nett er’s experience which might qualify as such a 
linguistic example? Perhaps some child’s conversation, or something 
literary? Once one believes in control of perception, examples are all 
around—but what about some att ention-grabber that would be diffi  -
cult to explain away in other than PCT terms? Thanks.

Bill Powers: Joel, I don’t have any clever examples of linguistic con-
trol, but maybe a halting att empt will suggest something to you or 
others. We want to demonstrate perception, reference condition, error, 
and action to correct the error. So how about using some phrase that 
everyone knows and putt ing errors into it: “Now is the time for all 
men good to come to the country of their aid.”

This demonstrates a number of principles.
1. Even though this is not a proper sentence, it will be recognized 

as “nearly” right. This shows that perception even of sentences has 
an underlying continuum of variation that we express with terms like 
nearly correct, prett y close, not so close, prett y bad, and awful.

2. The fact that you know the sentence isn’t right implies that you’re 
comparing it with some standard. The “right” sentence isn’t (for most  
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people) vividly in awareness at the moment the mistakes are detected, 
but some criterion for correctness must be there in some active form.

Given a sense of error in the sentence, you can then point to the 
causes of the error: in this case, the placement or ordering of the words 
in the sentence. So to correct the sentence as a whole perception, it’s 
necessary to alter some of the elements of which this whole perception 
is made: that shows hierarchical control even without trying to pin 
down just what the levels are.

There are many other ways for this sentence to be in error besides 
just the ordering of words. If it starts with “Now is time for...,” a word 
has been omitt ed. If it starts with “Now was...,” a wrong tense is pres-
ent. “Now is the tome...” contains the right word misspelled (interest-
ing, because “tome” is a perfectly good word, but not in this sentence, 
so we recognize it as almost “time,” but with a lett er error in it). Each 
kind of error exposes some aspect of the sentence that you are moni-
toring for correctness. It also shows that you hold in memory various 
kinds of criteria for correctness and apply them all in parallel. If the 
sentence starts with “Now is tome the for...,” two errors of diff erent 
kinds are sensed simultaneously.

Examples of control while constructing a sentence can sometimes be 
seen when the listener indicates an unwanted response before the sen-
tence has been fi nished. You say, “Excuse me, could you tell me where, 
oh, sorry...” as you realize that the person is smiling, shaking her head, 
and tapping an ear to indicate deafness. It’s too late to edit out the fu-
tile “oh, sorry,” but your fi rst impulse is to do so. Maybe you could set 
up some kind of role-play to show how this editing on the fl y occurs.

Another simple-minded example is like the method Dick Robertson 
and David Goldstein used to demonstrate control of self-concept. They 
tried some complicated questionnaire methods which gave the usual 
equivocal results, then fi nally decided just to wait for the person to ut-
ter a self-description and reply by contradicting it: “No, you’re not like 
that,” or something of the sort. I believe that 25 of the 26 people tested 
responded by saying something to oppose that disturbance.

If you ask someone to explain how a fan moves air (or something 
simple like that), the person hearing the explanation could respond 
by saying, “Oh, I see, the air going through the fan makes the blades 
turn,” or something like that. PCT would predict that this unwanted 
understanding of the communication will call for more communica-
tion that is aimed at gett ing a more correct statement from the other 
person, and that when the refl ected understanding is judged correct, 
eff orts to change the other person’s understanding will stop.

Bruce Nevin: Control theory demos typically concern behavior that is 
closely matched to environmental variables (I hope my epistemologi-

cal looseness here is forgivable). There isn’t much room for variation 
in a forehand smash in tennis: either you strike the ball so as to put 
it over the net to the chosen area of the court with desired speed and 
spin, or you don’t.

In the range of variation that an outside observer might judge to be 
tolerable, one person will control for a more restricted range, and an-
other player might control for a diff erent part of the total range. An op-
ponent or spectator might label person A an “aggressive” player and 
person B more “laid back,” and so on. On a diff erent occasion, player A 
might “let up” a bit so as to accommodate a less skilled player.

Social behavior of the second sort exploits the range of tolerable vari-
ability of control for purposes of constructing a persona and present-
ing it to others. A self-image.

It is this that is one of the principal motivators of language change 
and variability.

So we control for what we are paying att ention to, and ECS dae-
mons with alternative interpretations don’t get heard. We only notice 
ambiguity when we are paying att ention to ambiguity itself, or more 
commonly when an expected agreement is not reached (but even then 
far from all of the time). Looked at this way, I doubt there is anything 
that is not ambiguous.

Somewhere in there is the germ of a demo. A problem with any 
demo is that our control of language is so exuberantly pandaemonic 
(massively parallel, as they like to say). One has to account for other 
parallel threads of interpretation without being able, as in traditional 
laboratory protocols, to eliminate them from the experimental sett ing. 
Some parallel threads are redundant (feature, segment, semisyllable, 
autosegment, stress group, etc. in phonology) or partially so, and some 
are competitive (ambiguity). Such an accounting does not make for a 
succinct, crisp, yet convincing demo. Too many audience yeah-buts 
are possible. Maybe it’s in answering the yeah-buts that you show how 
parallel pandaemonic control frames the demo.

Rick Marken: It is very easy to demonstrate the illusion of control—
just ask someone to track your moving fi nger with theirs. If they are 
willing to do that, then you can control the position of their fi nger—
you will experience control and your actions will look like control to 
an observer. Interestingly, the “subject” will not feel controlled until 
your disturbances (fi nger movements) require action that produces a 
perception confl icting with their ability to control other variables (Bill’s 
example of moving the subject’s fi nger close to a hot soldering iron 
comes to mind). In such a case, the subject will probably notice your 
disturbance as an eff ort to control him/her, and you will notice a loss 
of control—especially if you really want the subject’s fi nger to be close 
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to the soldering iron.

Chuck Tucker: I have thought some about how to devise rubber band 
demos for more than two persons. Actually, the ideas for these came 
from a discussion at a CSG meeting which was given by Ed Ford and 
his friend, Jim Soldani, who used such demos for people in organiza-
tions to show how confl ict can arise if people don’t understand one 
another’s purpose. These demos can be used to illustrate PCT (obvi-
ously), as well as what many have called “social constraints” or “social 
structures” (which are, in my view, mainly arrangements that someone 
devises to make it extremely diffi  cult for a person to accomplish his or 
her purpose), in addition to illustrating confl ict and confl ict resolu-
tion. In these demos, you can give the instructions in verbal, writt en, or 
graphic form, or all of these forms, you can have the participants talk 
to each other or not, you can be one of the participants, and you can 
try to restrict the “sensory input” of the participants by using screens, 
blindfolds, or heavy gloves on their hands, or by having them hold the 
rubber band with a hook instead of with their fi ngers directly. All of 
these variations I can see as att empts to illustrate diff erent aspects of 
the PCT model.

I’ll illustrate with a three person demo. Three rubber bands are each 
knott ed on a fourth rubber band (opened up to make a circle) at equal 
distances from each other. Using the picture of a circle with 360 de-
grees and treating a line intersecting the circle anywhere as 0 degrees, 
tie the three rubber bands at 0, 120, and 240 degrees, equally dividing 
the fourth rubber band into thirds. Now have the participants make 
triangles of various shapes, have one participant refuse to make a tri-
angle with the others, have them make a triangle and tell them, “Now, 
hold that position for 10 seconds and remember how that felt, because 
I will ask you to do it again without being able to see what you are 
doing.” Then blindfold each of them, place the rubber bands on their 
fi ngers, and ask them, “Make that triangle again.” (Take a picture of 
each performance, so you can compare them.) The parameters of the 
activity can be changed by tying three rubber bands at 0, 160, and 
200 degrees, then at 160, 180, and 200 degrees, and so on. When these 
“structural conditions” are set, the types of shapes that can be made 
will be restricted unless the participants devise ways (like crossing over 
each other’s rubber band) to make the shapes; if they are all required to 
stay on the same plane (another structural condition), then the shapes 
they can make will be limited.

Now expand this to four participants and start with the simple set-
up of four rubber bands at 0, 90, 180, and 270 degrees around a fourth 
rubber band to make a square or other square-like shapes; ask the par-
ticipants to make a triangle; to make a circle; to make a hexagon; and 

on and on and on. Do fi ve participants, six, seven, and on and on as 
long as you have rubber bands.

I believe that these demos are not only very useful in illustrating the 
ideas of PCT, but are enjoyable and memorable for the participants.

Bill Powers: In the Coin Game, The Test for the Controlled Variable is 
done with the subject there. The actions of the subject can be perceived 
as aff ecting the environment in many ways, and objectively have many 
diff erent eff ects on objects, relationships, etc. in the environment. The 
question is which, if any, of these eff ects of the subject’s actions is un-
der control. The experimenter devises a disturbance that will alter one 
of those eff ects. If the eff ect changes—if the subject does not change the 
action in a way that prevents the change from taking place—then that 
eff ect of the action is not under control.

Use four coins (same or diff erent, as you please). Two people play, an 
Experimenter and a Subject. The Subject places the coins on a table such 
that they exemplify a patt ern or condition that the subject has in mind. 
The Subject privately writes down this reference patt ern on a piece of 
paper, and hides it. The Experimenter is to discover what the controlled 
patt ern is, by means of disturbing the arrangement of the coins.

The rules are as follows. One round of the game starts with the 
Experimenter doing something that alters the arrangement of coins on 
the table. The Subject looks at the new arrangement, and if the target 
patt ern can still be seen, says, “No error.” If the patt ern now diff ers 
from the target patt ern, the Subject makes any rearrangement of the 
coins required so that the perceived patt ern once again matches the 
target patt ern. Aft er either a “no error” response or a corrective move, 
it is the Experimenter’s turn again.

The game ends when the experimenter can demonstrate three dif-
ferent moves predicted to produce a “no error” response, and three 
diff erent moves predicted to produce a correction. Then the subject 
displays the writt en description of the reference condition. No verbal 
communication except the words “no error” takes place during the 
game.

You might think at fi rst that it will be easy for the Experimenter to 
discover the patt ern, and compensate by choosing (as Subject) a com-
plex reference condition. I advise choosing a simple reference condi-
tion if you want the game to fi nish in under half an hour, or not be 
abandoned.

This game illustrates all facets of The Test for the Controlled Variable. 
Clark McPhail has been using it to teach The Test (he sent me copies of 
experimental reports by students—wonderful reading, especially the 
comment by one student that he really admired sociologists for being 
able to use The Test in their work, because it is so complex).
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Martin Taylor: I appreciate the Coin Game. My thesis supervisor did 
quite extensive studies of this kind of game, perhaps not structured 
exactly the same way, but very like it. He was studying perception, not 
control, but the issue is also of determining by such trials the nature of 
prespecifi ed relationships. I think it was a popular experimental para-
digm at the time. The eff ects of interactions on the kinds of relations 
that were readily detected or were detected only with diffi  culty was 
the point at issue. He came up with the notion of integral and separable 
perceptual dimensions, which seem to be quite important. I can’t give 
any specifi c references, but if you want to search for them, look for 
W.R. Garner in the late ‘50s or ‘60s.

Gary Cziko: While I don’t think that I will ever design a control sys-
tem, I couldn’t help noticing a “digital proportional radio control sys-
tem” for $49 in a local hobby shop and so fi gured that this might be 
a way for me to at least interact with one (an artifi cial one, I mean; I 
already have lots of experience with the living kind).

This is a Hitec “Challenger 260” two-channel system that includes a 
pistol grip transmitt er (reference-level manipulator) and receiver con-
nected to two servomechanisms (it is made for controlling speed and 
direction of model boats and cars). Pulling the trigger and turning the 
wheel on the transmitt er move wheels on the two servos. I replaced 
the wheels with two four-legged spiders that came with the kit and 
att ached rubber bands to one arm on each.

With either the transmitt er or receiver turned off , one can easily 
move the spiders for a total range of about 90 degrees (it’s a bit stiff  
and I don’t know how good this is for the servos). But with the both 
transmitt er and receiver on, they really fi ght to respect their position 
reference levels. You can feel them vibrate and fi ght back when you 
try to disturb then. While it is possible to overpower them, I am quite 
impressed by how strong and stubborn the two litt le servos really 
are—the more you try to push them around, the more they push right 
back at you (very much like most people I know!).

The rubber band is a nice way to add disturbances. I can ask someone 
to pull the rubber band hard any which way, and it makes virtually no 
diff erence to the position or patt ern of movement that I am sending 
with the transmitt er. This is a very nice demonstration of why control-
ling reference levels is the way to go. I let the servo control system 
worry about the rubber band disturber, and it makes no diff erence to 
me, the upper-level reference signal supplier.

While Powers’ and Marken’s computer demos are great, there is 
something to be said for the real physical interaction that these servos 
provide. Also, they provide an easy way to give my students hands-on 
artifi cial control system experience. Highly recommended.

Dag Forssell: Imagine that you are playing the rubber band demon-
stration with a strong machine, programmed to go through a set pat-
tern of motion. You have no diffi  culty, since the machine only infl u-
ences the position of the knot, through the tension in the rubber band.

Now, “tightly couple” the knot to the machine by substituting a stick 
(or a rope, as I like to do when demonstrating confl ict between two 
“pullers”). If you still are connected to the knot by a rubber band on 
your side, you will pull in vain. If the stick is extended to your hand, 
you will be pulled along, powerless to do otherwise. You are being 
controlled by the machine with overwhelming physical force, the only 
way Bill says you can be controlled.

I believe it is important to remember one of the hallmarks of control 
systems: amplifi cation. This term does not communicate well. I am 
shift ing my language to “the direction of resources” or something like 
that, with emphasis on resources. Your heating system at home opens 
a valve to release (and ignite) a stream of natural gas. The stream is not 
fi nely calibrated, but it has a powerful infl uence on the air tempera-
ture. If you have an air conditioner working at the same time, set at 68 
degrees, while the heater is set at 75 degrees, the two will pull (with 
tight coupling) on the air-temperature knot with as much infl uence as 
each is capable of. If the gas line has the capability to release more re-
sources to raise the temperature than the air conditioner has resources 
to lower it, then the air temperature will stay at 75 degrees.

The rubber band is such a marvelous tool, because it shows infl uence 
without tight coupling. Try the demonstration with a rope and two 
dots; one dot towards the left  as a target for the left  person, and one a 
litt le to the right (one foot apart if you are at a blackboard with a four-
foot rope, which works best, one inch apart if you are on a paper with 
a short string) as a target for the person on the right. See which person 
is willing to pull hardest. This person will pull the knot to his/her dot 
and keep it there. This illustrates the heater/air conditioner confl ict.

On another subject, suppose you pull on your end of the bands to 
keep the knot over the dot. You control! I disturb the position of the 
knot by moving my end. I provide a stimulus, and you respond. My 
disturbance is a property of the environment, from your point of view. 
(I can represent any kind of machine or natural eff ect disturbing my 
end; I am not trying to control.) So is the quality of the rubber band 
which converts your action (and my disturbance) into an infl uence on 
the knot. As long as you do control, your action will be what it has to be 
to keep the knot over the dot.

Your action is 100% determined by the disturbance and the nature of 
the rubber band, which are properties of the environment. The only re-
quirement is that you do control somehow. The rubber band experi-
ment illustrates the fact that you do control. It tells you nothing about 
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how you are organized inside to accomplish this control. Therefore, 
what you see (your erratic movements) is due to properties of the en-
vironment, not of the organism (you). This is most clear when you do 
the rubber band exercise slowly, allowing nearly perfect control. The 
knot stays steady over the dot, and your actions are perfect mirror im-
ages of the disturbance.

In Phil Runkel’s book is an excellent, detailed description of the rub-
ber band experiment that is more instructive than the way I was intro-
duced to it. You invite a friend to experiment on you. “You are the ex-
perimenter. Move your fi nger as you like. Watch what I do. When you 
can explain what is causing me to do what I do, let me know.”

Phil spells out the typical suggestions of friends. I have confi rmed 
this. Saturday, I had a group of six, with no notions of PCT. I used 
an easel with the above instruction printed in the center. My rubber 
bands had a yellow ping pong ball over the knot, to make it visible at 
a distance. I kept the ping pong ball over one lett er. All I got was that I 
was mirroring the experimenter. Of course, the experimenter “causes” 
me to do what I do. I kept telling them that that was not the cause and 
challenging them to come up with a bett er explanation. No luck.

It is true that people cannot see control even when it is staring them in the 
face.

Starting the experiment this way makes the paradigm shift  stand out. 
You can point out that an absence of a point of view makes it impossible 
to see the phenomenon. Your ignorance makes you blind—literally!

Only aft er this sequence do I experiment on my friend by asking him/
her to keep the knot over the dot. Later, one can point out that the bet-
ter the control, the less exciting the appearance. Good control is invis-
ible because nothing happens.

Gary Cziko: Dag, another variation of the rubber band demo I oft en 
use when presenting to a group is to ask for a volunteer. I then whisper 
to the volunteer, “Keep the knot over the dot (or other landmark),” and 
then I disturb. The audience has to fi gure out what the subject is doing 
and make guesses, but the subject responds as to whether the guess is 
right or wrong. I can then even have someone in the audience be the 
experimenter.

It’s amazing how diffi  cult it is for some people to fi nd the controlled 
variable. It seems the more psychology one knows, the less likely one 
is to fi nd the answer. That’s understandable. But why the very sharp 
control systems engineer I tried it on gave up aft er a few minutes re-
mains a mystery to me.

Bill Powers: Try this: Knot three rubber bands together at a common 
point. Do the experiment on a large sheet of paper or against a black-

board. Use three positions of the disturbing end of the rubber band 
measured relative to the known target position of the knot: large, me-
dium, and small distance from the knot. Make these positions only 
about an inch diff erent from one to the next. The positions can be pre-
marked on the paper or blackboard. The experimenter pulls back to 
each position and records where the subject’s fi nger goes, marking the 
positions on the paper or blackboard.

In Experiment 1, the disturber loops two of the rubber bands around 
his fi nger, leaving one for the subject.

In Experiment 2, disturber and subject get one rubber band each, the 
third one just dangling.

In Experiment 3, the subject loops the fi nger through two of the rub-
ber bands, leaving one for the disturber.

To distinguish the data for the runs, label the subject’s fi nger position 
marks as la/lb/1c, 2a/2b/2c, and 3a/3b/3c.

In all three experiments, the size and direction of the disturbance is 
the same small, medium, or large amount. The subject, however, will 
respond very diff erently in the three experiments, as can easily be seen 
during the experiment and by measurements with a ruler aft erward.

I’m not going to tell what happens. You should be able to reason it 
out from elementary PCT principles, then verify that your prediction is 
quantitatively correct, using the method outlined above.

If you get the right answer, you will realize that you don’t even need 
a subject for this experiment: you can play both parts. All subjects who 
keep the knot over the dot will behave in exactly the same ways in 
each of the three experiments. These measurements are not measuring 
any properties of the subjects. I leave it to the advanced student to say 
what they are measuring.

Rick Marken: Dag does an excellent job with his wonderful variations 
of the rubber band demo, showing that extraordinarily complex “be-
havior” seems to be going on when people are doing nothing more 
than trying to perceive a simple relationship between confi gurations—
“knot on dot.”

I believe that one of the problems confronted by those of us who are 
trying to “sell” PCT with models and demos is the same as the problem 
we confront when trying to point out to psychologists that there is a 
phenomenon (called “control”) that is going on in front of their eyes 
that they have not taken into consideration in their att empts to under-
stand mind and behavior. The problem is that the disturbances, con-
straints, and calibration problems that make control necessary and ob-
vious are simply invisible. When you point your fi nger at a target, the 
pointing just seems to happen; the fact that you can repeat this pointing 
with great precision seems completely unimpressive. You just point at 
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the target again and again. Disturbances (such as changes in your ori-
entation with respect to gravity), constraints (such as the fi xed length 
of the segments of the arm), and calibration problems (like the fact that 
a neural signal never produces exactly the same amount of muscle ten-
sion) go completely unnoticed. When disturbances are visible (such as 
movements of the target), they look like stimuli guiding the response. It 
is, thus, very easy for those who want to, to ignore control.

Basically, the problem with demonstrating models of control is the 
same as the problem of seeing control in normally occurring behavior; 
what is most amazing about control is what you can’t see. And you 
can’t see the amazing aspect of control (disturbance resistance, con-
straint satisfaction, and calibration compensation) because control it-
self prevents these things from having any noticeable eff ect. So it is the 
fault of control itself that the process of control is invisible.

In order to see control, you must be the agent of disturbance; you 
must be able to do something that you know should have an eff ect on a 
variable if it were not under control. If you think a person is controlling 
the position of a limb, then you can literally “push” on the limb to see 
if the push has the expected eff ect (movement of the limb). This “test” 
must be done carefully—not too much disturbance (control systems 
have limits to the amount of output they can produce), with an appre-
ciation that control of some variables occurs more slowly than others 
(so the disturbance might seem to have an eff ect but will be slowly 
cancelled if there is control).

I don’t know if there is any really dramatic way to show control; 
we keep trying, but we obviously haven’t found a real “grabber” that 
would get psychologists to throw up their hands en masse and cry, 
“Oy vay, I’ve been missing the point for my whole career; people don’t 
respond to stimuli or generate outputs—they control! Now I have to 
abandon all my work and start studying control. Damn, how did I 
miss that—I guess that guy Powers wasn’t just a stubborn, contrary, 
radical outsider aft er all.”

Dag Forssell: Rick, we do not need more startling demonstrations. 
PCT tells us that all action is initiated by error signals. What we need 
is to address the error signals that lurk out there in people. A synonym 
for error signal is dissatisfaction. We need to reach people who are dis-
satisfi ed with what they can accomplish, people with a yearning for 
something bett er. A bett er way to deal with each other.

A dissatisfi ed person will be open to suggestions and interested in 
trying a diff erent solution. Much of the debate on this net addresses 
people (directly and indirectly) who are perfectly satisfi ed with what 
they know, proud of it and ready to defend it. Forget it. Ask people 
what problem they are anxious to solve. Ask if they are willing to think 

for themselves and evaluate an alternative. When people refer to au-
thorities, they are not prepared to think for themselves. PCT does not 
need anything more than a student who is willing to think for himself/
herself and make the eff ort to understand the evidence.

Our challenge is to tell our story so that people become aware of the 
error signals they frequently deal with, and understand that we have a 
permanent solution they might like if they spend a litt le time looking 
at it.

Gary Cziko: Rick Marken should already know that my all-time favor-
ite experimental report in PCT is his “The Cause of Control Movements 
in a Tracking Task” (which is included in his book Mind Readings). This 
is such a neat experiment because it yields results which make abso-
lutely no sense without PCT, since it clearly shows how you can get 
the same “responses” when the “stimuli” are very diff erent. So I was 
trying to fi gure out how this could be done with rubber bands. Here’s 
as far as I got.

Use the classic setup of two rubber bands looped together and thus 
joined by a knot. The disturber inserts a piece of chalk in his or her 
end of the rubber band, and the controller does likewise. They start 
out so that the knot is over the reference spot; the controller is asked to 
keep the knot there. Then the disturber slowly draws a patt ern or lett er 
or writes a short word while the controller compensates (controls the 
knot). Then they move to a diff erent spot on the board and do it again 
(same disturbance patt ern used).

The purpose of this is to show that while the disturbance and response 
patt erns are (essentially) the same in the two runs, the movement of the 
knot (the “stimulus”) is not the same. This is the magic of control.

While it is easy to get a record of the behavior of the controller and 
the disturber, I don’t see an easy way to get a record of the knot’s move-
ment. Maybe if I use two sets of rubber bands and use long pieces of 
chalk (att ached to the rubber bands at the bott om and top), I can join 
the rubber bands on another piece of chalk and have it leave a record 
of the knot’s movement. I’ll have to try this out. Meanwhile, I would 
appreciate any other suggestions for this portable demo.

Chuck Tucker: Without modesty, I would refer each of you to my rub-
ber band demo paper in Continuing the Conversation (12), Spring 1988. I 
merely transformed Bill Powers’ original demo in Behavior: The Control 
of Perception into several sets of instructions so that they could be used 
with a group (e.g., a class or conference). Instead of using a chalkboard 
with the rubber bands (or a single rubber band knott ed in the middle), 
I use 3’ x 5’ drawing paper (which I att ach to the board with masking 
tape) to make a record of the trace of pencils or markers (each person 
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has a diff erent color), then I take down each paper aft er the demonstra-
tion. Aft er all of the demonstrations, I can compare the tracings (you 
could also reduce the tracings to distribute to the group and also use 
the tracings in papers you might write about the demonstrations). One 
way to make a record of the movement of the knot is to videotape the 
entire demonstration, making certain that the center of the frame is 
the knot. I would also suggest making the knot a diff erent color from 
the background and drawing a grid around the target. With slow mo-
tion, you could see (and even crudely measure) the movement of the 
knot. You could also use the video to show to other groups as well as 
improve upon your procedures.

Bill Powers: Our image of “rubber banding” is unfortunate in one 
respect, because this demonstration has deliberately been made very 
simple, to illustrate principles. A more realistic example of rubber 
banding would give the control system one rubber band att ached to 
the knot, and 20 diff erent people 20 rubber bands att ached to the same 
knot. The control system won’t have any diffi  culty in controlling the 
knot (unless the combined disturbance results in breaking of the con-
trol system’s rubber band) because only the vector sum of disturbances 
matt ers. Control might actually be easier because independent random 
disturbances will sum to a net disturbance having much less variabil-
ity than any one of them has.

But any one person acting as a disturbance, trying to infl uence the 
control system’s hand position, is going to have great diffi  culties be-
cause of all of the other random disturbances that are present. While 
control still remains possible, it’s no longer possible for the disturber to 
estimate the best direction to move his/her own hand to achieve a cor-
rection of the other’s hand position, because there is no longer any best 
direction. And it becomes diffi  cult for the putative disturber to know 
what disturbance is actually being applied; perceiving one’s own rub-
ber band’s tension is no longer indicative of the net disturbance on the 
other’s controlled variable. The only way to make sure of applying a 
known disturbance is to isolate the control system from all of those 
other infl uences.

Chuck Tucker: Instructions for Students for a Rubber Band 
Experiment:

1. Review the “rubber band experiment” described by Runkel in 
his book (Chapter 10). You need a rubber band knott ed in the middle 
(called RB below), a target diagram (three examples are given and oth-
ers suggested), and a table or other fl at surface.

2. Select a person, P, with whom to carry out a modifi cation of the 
RB experiment. Instead of having P guess what is reasonable for your 
behavior, you will ask P to adopt a particular reference signal and per-

form accordingly.
3. Place a target diagram (see examples below) on the table and ask 

P to keep the knot in the middle of the RB “over” the center of the tar-
get by saying: “Please put your fi nger in this loop of the rubber band 
and keep the knot in the center of the rubber band above the ‘X’ in the 
middle of the target. I will put my fi nger in the other end of the rubber 
band and move my end, but you should keep the knot over the ‘X’ un-
til I say stop.” (Pause until both of you have your fi ngers in the ends of 
the RB and have placed the RB on the target diagram with their knots 
over the “X.”) Say “stop” when you have accomplished one of the pur-
poses described below.

4. Your assignment is to move your loop of the RB such that you 
can place P’s fi nger (which is inside the other RB loop) over the lett ers 
on Diagram A to spell out the word “CONTROL” by having placed 
his/her fi nger on these lett ers in sequence: C, 0, N, T, R, 0, L. When you 
have done that, say “stop.” Then ask P: “Do you recall what word you 
spelled when your fi nger touched the lett ers?” Whatever the answer, 
tell P: “The word you spelled is ‘CONTROL.’“ Then say to P: “I want 
you to keep the knot over the ‘X’ again; I will tell you to stop for each 
of the lett ers.” Do as above and have P spell “CONTROL,” stopping 
when each lett er is touched by his/her fi nger. Hint: If P maintains his/
her reference signal (maintaining the knot over the “X”), you should 
be able to place P’s fi nger over the lett ers. P cannot control both his/her 
fi nger and the knot: they are connected by P’s maintenance of the RB 
and P’s resistance to your disturbance. If P wants to control the knot 
over the “X,” P must resist your disturbance. With ingenuity, you can 
therefore get P to place his/her loop fi nger over each of the lett ers in 
turn.

5. You can do this assignment with Diagram B (colors) by having 
P’s fi nger touch a sequence of colors. You can make diagrams of your 
own with fi gures (triangles, circles, squares, rectangles) at both ends 
or with numerals like 1, 2, 3, 4, 5, 6, 7, 8, 9 at both ends, etc., as long as 
you can get a sequence of moves, remember them, and have P touch 
them.

6. Repeat this exercise with a total of three persons.
7. Your report should be typed (no more than three pages, double-

spaced) and include the following: (a) a description of your procedures, 
P’s verbal and non-verbal actions, and the outcomes for all three per-
sons; (b) based on the observations reported in (a), write a one-para-
graph analysis of the hypothesis that you can infl uence another person 
only if it serves some purpose which is important to that person.

8. Your could add an appendix to your report describing what hap-
pens when you ask P to see if he/she can get you to spell a word, touch 
colors, fi gures, symbols, or numerals.
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Diagram A

 A R C U L O T
 N L O C B P F
 S I Y O N C V
 Q W R T O N D
 A G E I U Y S
 H K Z L B Z P

X

 A R C U L O T
 N L O C B P F
 S I Y O N C V
 Q W R T O N D
 A G E I U Y S
 H K Z L B Z P

Diagram B

 BLACK WHITE RED BLUE YELLOW
 GREEN ORANGE BLACK WHITE PURPLE
 YELLOW RED GREEN BLACK WHITE
 BLACK WHITE RED BLUE YELLOW
 GREEN ORANGE BLACK WHITE PURPLE
 YELLOW RED GREEN BLACK WHITE

X

 BLACK WHITE RED BLUE YELLOW
 GREEN ORANGE BLACK WHITE PURPLE
 YELLOW RED GREEN BLACK WHITE
 BLACK WHITE RED BLUE YELLOW
 GREEN ORANGE BLACK WHITE PURPLE
 YELLOW RED GREEN BLACK WHITE

Diagram C

 @ % & * $ ! ?
 ? ! $ # & % @
 * & @ * ? $ %
 @ % & * $ ! ?
 ? ! $ # & % @
 * & @ * ? $ %

X

 @ % & * $ ! ?
 ? ! $ # & % @
 * & @ * ? $ %
 @ % & * $ ! ?
 ? ! $ # & % @
 * & @ * ? $ %

Instructions for Students for Observing and Recording the Coin Test:
1. Have a person, P, arrange four “coins” on a table (don’t use actual 

money, instead use either quarter-size circular paper disks or same-
color poker chips), making a specifi ed patt ern which P writes down in 
advance but does not show you. You might do this by asking a class-
mate or friend to help you with a class project which will take about 
twenty minutes and can be done without going to any other place. 
Besides the “coins,” you need a writing instrument, paper, and a table 
top, fl at board, or desk.

Say something like this: “I will give you four disks and a piece of 
paper. What I want you to do is to think of a patt ern in which you can 
arrange these (name of objects) on this fl at surface. But fi rst, I want you 
to draw and name that patt ern on this paper; do not show it to me. Next, 
arrange the (name of objects) in the patt ern that you have on your sheet 
of paper. Then, without having any more conversation between us (ex-
cept for the announcement ‘No change in patt ern’ when my moving of 
the disks does not change the patt ern) until I say ‘Game is over,’ I will 
change the patt ern and you are to put the coins back in the patt ern aft er 
each time I change it. Do you understand this game?” If not, repeat the 
instructions as writt en above again and clarify where necessary.

2. Your task is to discover what P has in mind without asking any 
questions or using any verbal communication at all. Your discover pro-
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cedure is to change or disturb the patt ern among the objects by moving 
the objects around in some ways and noting what you have done to 
change the coins. So before you make a change, draw and name the 
patt ern of the objects on a piece of paper without showing it to P; aft er 
you make the change, draw and name the patt ern that you made with 
the changes. If your change alters the patt ern P has specifi ed, P must 
correct the error by re-arranging the objects to re-make the original 
patt ern. If your disturbance does not alter the patt ern that P has speci-
fi ed, P must announce “No change in patt ern.”

3. Repeat this process until you are certain that you can: (a) specify 
and demonstrate three disturbances that will call for P to re-arrange 
the objects and correct the patt ern; this you should be able to discern 
from what you have drawn on your pad—you will have to change 
the objects many times to observe three disturbances and three “No 
change in patt ern” instances; (b) specify and demonstrate three distur-
bances that resulted in P announcing “No change in patt ern”; this you 
should be able to discern from what you have drawn on your pad.

4. Compare your drawings with P’s drawing of the patt ern and (a) 
report the extent of agreement, including whether you identifi ed the 
patt ern but named it something other than what P named the patt ern; 
(b) report at least one example of failing to see the patt ern to which P 
returned the objects following a change that you introduced.

5. Your report should be typed (no more than three pages, double-
spaced) and include (a) your report of agreement between you and P; 
(b) your answer to 4(b); (c) a brief statement on what you learned from 
this experiment; (d) a copy of P’s writt en specifi cation of the patt ern; 
(e) your drawings of three change and three no-change patt erns.

In the “coin” test, I tried to imagine what patt ern would be “coins” 
arranged as follows: “All coins exactly where they are and oriented 
as they are.” The only one I can come up with is one where P is con-
trolling for the relationship of the “coins” to the surface; as long as 
the “coin” is on the surface, then there is “no change.” I have tried to 
eliminate that by having P arrange the “coins” in a patt ern and name 
it, which makes it extremely diffi  cult for P to control for such a refer-
ence signal as “relationship to the surface.” I have changed the game 
so that coins are not used, to eliminate “heads and tails” situations, dif-
ferent types of coins, diff erent colors of coins, and other such variables. 
I would also suggest that one demonstrate this game with those whom 
you are asking to do it before they do it. In a class, I use either a mag-
netic board with lett ers “o” or a felt board with disks. There are ways, 
in other words, to reduce the variability of patt erns for this game. Of 
course, if you want to introduce a variety of variables that are possible 
for controlling, then you can make the game more complex.

I am also posting three revised diagrams for the rubber band experi-

ment. These diagrams have the symbols/colors in a mirrored reverse 
arrangement. This arrangement makes it possible for the E to place 
his/her fi nger on a spot on his/her side of the diagram, and the P will 
have his/her fi nger on that same spot in mirror image, be it symbol, 
lett er, color, or whatever. The E does not have to watch the fi nger of 
the P, but simply his/her own fi nger. This is a way to show that E can 
control for a particular symbol, and, if P is controlling for the knot over 
the “X,” then P’s fi nger will be on the same symbol as E’s.

Diagram A

 A R C U L O T
 N L O C B P F
 S I Y O N C V
 Q W R T O N D
 A G E I U Y S
 H K Z L B Z P

X

 P Z S L Z K H
 S Y U I E G A
 D N O T R W Q
 V C N O Y I S
 F P S C O L N
 T O L U C R A
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Diagram B

 BLACK WHITE RED BLUE YELLOW
 GREEN ORANGE BLACK WHITE PURPLE
 YELLOW RED GREEN BLACK WHITE
 BLACK WHITE RED BLUE YELLOW
 GREEN ORANGE BLACK WHITE PURPLE
 YELLOW RED GREEN BLACK WHITE

X

 WHITE BLACK GREEN RED YELLOW
 PURPLE WHITE BLACK ORANGE GREEN
 YELLOW BLUE RED WHITE BLACK
 WHITE BLACK GREEN RED YELLOW
 PURPLE WHITE BLACK ORANGE GREEN
 YELLOW BLUE RED WHITE BLACK

Diagram C

 @ % & * $ ! ?
 ? ! $ # & % @
 * & @ * ? $ %
 @ % & * $ ! ?
 ? ! $ # & % @
 * & @ * ? $ %

X

 % $ ? * @ & *
 @ % & # $ ! ?
 ? ! $ * & % @
 % $ ? * @ & *
 @ % & # $ ! ?
 ? ! $ * & % @

Bill Powers: Here’s an example of the bandwidth of a control sys-
tem. Hold up your forefi nger about 18 inches in front of your nose and 
move it slowly from side to side over a total distance of three or four 
inches, like a slow metronome. Now, keeping the average position and 
the amplitude of movement the same, gradually speed up the move-
ment, like a metronome going faster and faster. Keep going faster until 
you absolutely can’t do it any faster. At that point you will be using 
your whole arm, and you will feel quite large muscular eff orts, even 
though the movement from side to side is still only three or four inches 
(try to keep it that way).

The fastest movement you can produce is at a frequency essen-
tially equal to the bandwidth of your fi nger position control system. 
Obviously, you can perform this back-and-forth patt ern at any slower 
speed (lower frequency) with no great diffi  culty, right down to zero 
frequency (stationary fi nger). But when you try to produce an oscillat-
ing movement at a frequency higher than the bandwidth, your control 
system simply won’t obey. You can imagine a faster movement, but you 
can’t produce a faster movement.

Why is there a bandwidth? One explanation might be that your 
muscles simply can’t reverse the motion of your arm any faster, be-
cause they reach the limits of force that they can produce. If that were 
the only limit, you ought to be able to move your fi nger faster if you 
move it over a span of only a quarter of an inch instead of three to four 
inches. The maximum force needed to maintain an oscillation goes as 
the square of the frequency, so when you move your fi nger one-tenth 
as much, you should be able to oscillate your fi nger about three times 
as fast.

In fact, you can move perhaps a litt le faster, but certainly not three 
times as fast. You can oscillate your fi nger with an amplitude of, say, 
four inches or less at about four to fi ve cycles per second, but not sig-
nifi cantly faster, even for the smallest movements (I assume you’re not 
a concert pianist, and anyway, concert pianists don’t have much occa-
sion to practice sideways trills).

If you increase the amplitude to a foot or eighteen inches, you will 
indeed fi nd a decreasing speed limit set by muscle strength; the force 
required increases linearly with amplitude in a linear system (which 
your arm is not). At large amplitudes of movement, you slow down be-
cause your muscles won’t produce enough force to maintain the same 
frequency of oscillation you can maintain with a small amplitude. But 
below a certain amplitude, the speed limit is no longer set by muscle 
force. Something else is limiting the speed.

When you slowly speed up a small movement, keeping its amplitude 
the same, you’ll notice another phenomenon. At low frequencies, you 
see a fi nger waving slowly back and forth. But at the highest frequency 
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you can produce, you can see the fi nger only at the end of each move-
ment, where it reverses. Between those positions it’s just a blur; you can 
see right through it. Obviously, you couldn’t track anything with your 
fi nger at that speed, because you couldn’t see its movements, much 
less track irregular movements of something else. What you’re seeing 
is the bandwidth of your visual perceptions of position. The frequency 
at which your fi nger just ceases to be a blur and becomes a fi nger again 
is the bandwidth of retinal position detection (actually, you have to 
suppress eye movement by fi xating on the background to fi nd the true 
bandwidth, Which is quite low, only two to three Hz).

It’s interesting that the bandwidth or maximum frequency for small 
movements is higher than the bandwidth for retinal position detec-
tion. Something is limiting kinesthetic control at a frequency higher 
than that at which position control takes place, but at a lower frequen-
cy than is set by muscle strength. This probably involves a perceptual 
limit, too, in that kinesthetic position sensors do have speed limits, but 
more likely it is caused by temporal fi ltering that is required in order 
to make the kinesthetic control systems (that position your fi nger in 
the dark) stable.

The kinesthetic position control systems contain time delays of 
something like 50 milliseconds of neural transit time and synaptic de-
lay around the loop. The muscles themselves have viscous damping. 
The noisy nature of neural signals, trains of impulses, requires that 
some smoothing take place in order to turn barrages of neural impuls-
es into smooth changes in neurochemical concentration levels. All of 
these factors mean that there is an unavoidable lag in these systems 
of about 100 milliseconds, part of it a transit-time delay, and part of it 
an integrative or smoothing lag. That would imply that to switch as 
fast as possible from one position to another under kinesthetic control 
should take a litt le longer than 100 milliseconds, and to switch back 
another 100 milliseconds, for a total of 200 milliseconds for one cycle 
of a repetitive movement. That would give a frequency for continu-
ous switching of four to fi ve Hz, which is prett y close to what you see 
when you do it. Not bad for a ball-park estimate.

You can easily see the relationship between speed of movement and 
bandwidth. Try the experiment again, with small movements, only this 
time switch as fast as possible from one position to another four inches 
away, pause, then switch back as fast as possible, and pause. You’re 
trying to generate a square wave. At low frequencies, each switch is 
discrete. You fi nger blurs over to the other position and is stationary 
for a while, then blurs back again. But as you increase the frequency 
of the square wave, still making each movement as fast as you can, 
the movements begin to blend into a continuous movement, so that 
when you reach the maximum frequency you’re back to a continuous 

sine-wave movement. In fact, even at the low frequencies, each switch 
has been like half a cosine wave—a high-frequency cosine wave at just 
about the bandwidth frequency. So the slow square wave you started 
with was rounded off  a litt le, and that rounding-off  means that the 
movements actually never exceeded the maximum bandwidth for con-
tinuous oscillations.

It is possible for you to generate oscillations at higher frequencies. 
The only way to do it, however, is to destabilize your spinal control 
systems, the lowest level of control. If you press your hands together 
very hard and maintain the push until the muscles begin to fatigue, 
you might see “clonus” oscillations, at a frequency of about eight to 10 
Hz. This results from changing the force-tension curve in the muscles 
enough to make the control systems unstable. They break into spon-
taneous oscillation. But you can’t produce this kind of frequency vol-
untarily. (You might see lower-frequency oscillations—the next level 
might get unstable fi rst. Shivering is probably a clonus oscillation of 
this kind, produced by destabilizing the control systems in some other 
way. So climb naked into the refrigerator if you want to see 10-Hz os-
cillations).

For visual tracking using control of fi nger position to follow a target, 
you obviously have to be able to see a fi nger while it’s moving. This 
means that the bandwidth for following a randomly moving target is 
about two to three Hz, the frequency at which the fi nger just stops be-
ing a blur. This bandwidth is set by perception and output functions, 
not muscles. The kinesthetic systems clearly have a wider bandwidth; 
they can execute faster movements than you can control visually. And 
the lowest level of kinesthetic control, the spinal refl exes, have the 
widest bandwidth of all.

What’s most interesting to me is that these nested bandwidths are 
just about what is necessary to maintain stable control at each level. 
There would be no point in being able to see movements beyond a 
bandwidth of two to three Hz because the kinesthetic control systems 
used by a visual-motor control system have a bandwidth only slightly 
higher—four to fi ve Hz. Therefore, we don’t see faster movements! In 
fact, if we could see faster movements, the bandwidth of the visual 
control systems would be so high that the lags of the lower control sys-
tems would be too long for stable control at the higher level. In tech-
nical terms, at a frequency where the phase shift  of a sine-wave dis-
turbance passing around the loop is 180 degrees, the gain would still 
be above one. Negative feedback would turn into positive feedback at 
that frequency, and the whole system would oscillate. Oscillation is 
not good for control.

Rick Marken has explored several of the higher levels of perception, 
showing that as the (hypothetical) level increases, the bandwidth of 
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perception continues to decrease. This is only logical, once you do 
some experiments yourself. For example, while moving your fi nger 
back and forth as fast as you can, vary the amplitude between, say, a 
four-inch amplitude and a two-inch amplitude. Obviously, you can’t 
even see “amplitude” in a time smaller than the fastest oscillation. And 
to vary amplitude, you have to have a couple of oscillations of each 
size. In principle, you could do one large oscillation and one small one, 
and so forth. In practice, you can’t perceive changes in amplitude that 
fast. So you can’t control amplitude as fast as you can control position. 
Rick’s demonstrations are simple and elegant, as usual, showing the 
eff ect clearly. So naturally he can’t get them published.

The relationships between bandwidths at diff erent levels are, once 
you understand why they exist, perfectly simple and logical. It seems 
that bandwidth follows from physical principles and obvious relation-
ships among physical phenomena, such as between frequency and 
amplitude. It’s obvious that you can’t change amplitude in less than 
one complete cycle, because amplitude doesn’t even exist until at least 
one cycle is completed. Ho hum.

But remember that this is a constructed reality we’re talking about. 
This relationship holds because of the way we perceive amplitude as 
a function of movements. Having constructed a perception of ampli-
tude, we then discover that it has properties, and that it is related to 
lower levels of perception such as movement and position. The ho-
hum self-evident relationship suddenly becomes evidence about how 
perception is constructed—much more so than evidence about the 
natural universe. The bandwidth relationships also tell us that higher 
perceptions must be functions of lower ones, and that higher control 
systems use lower ones to accomplish their control. The evidence just 
continues to pile up that we are looking at—and with—a hierarchy of 
perceptual control systems.

When is the world going to wake up to what is going on here?

Gary Cziko: I did it! I just designed the most awesome manual PCT 
demonstration of all time. And you just need three pencils, four rubber 
bands, and two pieces of paper taped together (on the other side) to 
make a long sheet about 22 inches high and 8-1 /2 inches wide (or just 
use two att ached fan-fold computer sheets).

Take the three pencils and att ach them to each other like rungs on a 
ladder using the rubber bands. Now get your long piece of paper and 
draw a line horizontally across the middle (just above or below the 
seam of the two sheets). This is the target line. Place the paper on a 
table and tape down the corners so that it won’t slide about.

Take one end-pencil and have your subject take the other end-pen-
cil. Put your pencil point above the target line at the extreme left  side 

of the paper and have your subject put his or her pencil point below 
the target line so that (a) all pencils are perpendicular to the paper, 
(b) the middle pencil point is on the target line, and (c) the rubber 
band connecting the subject’s pencil to the middle (“cursor”) pencil is 
perpendicular (at a 90-degree angle) to the target line. Tell your sub-
ject to maintain these two perceptual variables (cursor pencil point on 
target line and rubber band at 90-degree angle) as you slowly trace out 
an approximation to a sine curve above the cursor from one side of 
the paper to the other. Make sure that all three pencil points are mak-
ing contact with the paper and leaving a trace (felt-tip pens leave nice 
traces with litt le pressure).

Aft er you’ve done this once, do it again, this time making sure that 
you, as experimenter, follow the same line as you did the fi rst time.

You will now have before your very eyes a very remarkable piece of 
paper. Above the target line, you will see an approximate sine wave 
drawn twice (they will look more like one line if you’re a really good 
disturber). These are records of the two disturbances. Below the target 
line, you will see two mirror images of the approximate sine curve 
drawn twice. These are records of what the subject did. They will prob-
ably be more irregular than the disturbances, but there should be an 
obvious similarity between the two response curves. In the middle, 
you will have two “cursor” lines, which are records of what the sub-
ject saw during the two trials. These two lines should not have any 
discernible patt ern to them. In addition, they will not be similar to each 
other (if they are, this is an indication that you disturbed too fast and 
the subject lost good control).

This is very strange indeed, since the subject’s responses are similar 
on the two trials and yet what he/she saw (the cursor pencil point) 
during the two trials was very diff erent. How can the subject respond 
similarly on two trials when what was seen (the “stimulus”) was so 
diff erent? If anyone can come up with an explanation of this which 
does not look like a closed-loop negative-feedback model, please let us 
here on the net know about it.

Your subject might fi nd it diffi  cult at fi rst to control both the position 
of the cursor pencil on the target line and the angle of the rubber band, 
so you might want to let him or her practice fi rst using the eraser ends 
of the pencils. Alternatively, you can practice yourself and let your par-
ticipant be the experimenter.

This is a manual (i.e., non-computer) approximation of the task and 
analysis used by Rick Marken in “The Cause of Control Movements in 
a Tracking Task,” available in his book, Mind Readings. Rick showed in 
a similar task using a computer and game paddle that the correlations 
between cursor variations (here, middle pencil variations) were usu-
ally less than .20, while correlations between response variations were 
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always greater than .99.
Now comes the fun part. If you are a psychology student, show this 

demonstration to your local non-PCT psychology professor (if these 
are hard to fi nd, please let us know where you are located) and ask him 
or her to explain the fi ndings. He or she will most certainly have to say 
that the two sets of cursor variations are similar, even though they are 
not. If he or she doesn’t believe they are not similar, show him or her 
Marken’s paper with the fancy computer and game paddles and cor-
relations sometimes to four decimal points; he reports one correlation 
between cursor variations of .0032 with a corresponding correlation 
between response variations of .997. If your non-PCT psychology pro-
fessor is really sharp, he or she will quickly point out that a correlation 
of .0032 can be statistically signifi cant with a large enough sample). If 
he or she is not that sharp (or much sharper), he or she should be quite 
shaken up.

Greg Williams: Gary says: “This is very strange indeed, since the 
subject’s responses are similar on the two trials and yet what he/she 
saw (the cursor pencil point) during the two trials was very diff erent. 
How can the subject respond similarly on two trials when what was 
seen (the ‘stimulus’) was so diff erent?” The two “responses” to the 
two “very diff erent” “stimuli” are not the same, only similar. Skinnerians 
would have no problem with the fact that (even slightly) diff erent “re-
sponses” resulted from diff erent “stimuli.” And if you show them re-
sults where successive “responses” are identical, yet the “stimuli” in 
each case are diff erent, they will talk about “stimulus generalization” 
or say that the organism can “lump” diff erent-appearing stimuli (to 
the experimenter) into one kind of “discriminative stimulus.” But it 
gets even worse. If successive “responses” are judged as diff erent by 
the experimenter, they might say that they really are all in the same 
“operant” set of responses.

Gary also says: “If anyone can come up with an explanation of this 
which does not look like a closed-loop negative-feedback model, please 
let us here on the net know about it.” At the level of the observed phe-
nomena, it is obvious that the “stimulus” in your experiment is aff ected 
by the “response.” Skinnerians have no problems with such situations, 
which they call instances of “self-stimulation.” But at the generative-
model level (should any of them dare to speak thereof, lest they lose 
their “Skinnerian” labels!), some of them might argue that the “dis-
criminative stimulus” is “middle pencil point moving (either direc-
tion) away from the middle line” and that the (ongoing) “operant” (set 
of “responses”) consists of “actions to move the middle pencil back 
toward the middle line.” Such a generative model makes no explicit 
reference (no pun intended) to postulated internal (to the organism) 

states. (PCTers, of course, will immediately note the implicit reference 
level. Skinner used to argue that bringing in such hypotheticals would 
add nothing to the “analysis of behavior,” and, worse, would tend to 
distract one from the data. I still think he had a point, to a degree. Yet, 
by hewing to that line so cautiously, he was unable to explain the ex-
istence of particular “wants”—to which I quickly add that he did not 
want to explain that). Also, the typical Skinnerian would want to claim 
that the person would “respond” to the “discriminative stimuli” be-
cause of previous reinforcements having to do with his/her relationship 
to the experimenter. Regardless, Skinner’s notion of “operant” sets of 
outputs, each of which result in the same outcome, was a signifi cant step 
toward replacing specifi cation of outputs with control of perceptions.

Bill Powers: Gary, a very nice implementation of Rick’s experiment. 
I’m sure that demonstrating it is much simpler than explaining it in 
words.

Thinking about your description of what happens, and about Rick’s 
experiment, I fi rst thought that the failure of the “cursor” movement 
to predict the behavior must be due to the fact that control is good 
enough to bring the error down to the noise level of the system. This 
is the general explanation I’ve been entertaining, for some time, for 
the phenomenon of low correlation between behavior and the variable 
that it controls.

There is, however, another possibility: chaos. Most of the control sys-
tems we’ve investigated are modeled best by a system that integrates 
the error signal to produce output. Integrals are known for hypersensi-
tivity to initial conditions, one brand of chaos. When error is near zero, 
any slight perturbation will lead to an output that drift s away from 
the optimal sett ing one way or the other, which way depending on the 
sense of the perturbation. The result is that the perturbations due to 
noise are greatly amplifi ed; the system disturbs itself and these distur-
bances result in a continuous wandering of the controlled variable in 
the vicinity of its reference level. So the wanderings are actually much 
larger than one would predict from the basic signal-to-noise level of 
the neural signals. They are large enough, in fact, to be comparable 
to the amount of error required to produce the output that opposes 
disturbances. I suspect that this is a bett er explanation of the low cor-
relation between action and the controlled variable.

Rick Marken: Gary says: “I did it! I just designed the most awe-
some manual PCT demonstration of all time.” Nice work! Looks like 
the end of psychology as we know it, right? Wrong! Greg points out: 
“Skinnerians would have no problem with the fact that (even slightly) 
diff erent ‘responses’ resulted from diff erent ‘stimuli.’ And if you show 
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them results where successive ‘responses’ are identical, yet the ‘stimuli’ 
in each case are diff erent, they will talk about ‘stimulus generaliza-
tion’ or say that the organism can ‘lump’ diff erent-appearing stimuli 
(to the experimenter) into one kind of ‘discriminative stimulus.’ But it 
gets even worse. If successive ‘responses’ are judged as diff erent by the 
experimenter, they might say that they really are all in the same ‘oper-
ant’ set of responses.”

Greg makes an excellent point: psychologists in general (and 
Skinnerians in particular) are not going to be persuaded by these dem-
onstrations of principles, because it is very easy to say it’s just “stimu-
lus generalization” or “discriminative stimuli” or “operants” or what-
ever. You can’t “persuade” people with these demos unless they are 
(1) willing to be persuaded, and (2) willing to deal with the problem 
quantitatively.

Gary, your demo shows that sensory input is not the cause of behav-
ioral outputs, no matt er how ridiculously counterintuitive this seems. 
But will this demo convince a psychologist who is busily doing re-
search based on the assumption that o = f(i)? No way. S/he can always 
describe the results verbally, invoking the shibboleths of scientifi c psy-
chology: “stimulus generalization,” “response generalization,” etc., 
and get back to work.

As Greg said, demos like this are no problem for the scientifi c psy-
chology establishment. I confi dently predict that if you (Gary, or any-
one else) try this demo with a standard psychologist, they won’t even 
break stride; they’ll have a quick explanation, see no problem, and 
go off , comfortable in the knowledge that there is no problem at all. I 
don’t think any demo—no matt er how clever—will ever wake the psy-
chological establishment from its dogmatic slumbers. Only those who 
are willing to learn—and are willing to think quantitatively—have any 
hope.

I say this, Gary, so that you won’t be too frustrated when you fi nd 
that your brilliant demo produces virtually no revelations among your 
colleagues.

Very nice work, though.
If people don’t want to believe in control, then they don’t have to. I 

think people throughout the behavioral sciences have a serious com-
mitment to the input-output view of behavior (and it is a “view”—just 
as much as feedback control is a view). No amount of evidence can 
“demolish” someone’s world view; people who wanted to view the 
earth as a fi xed sphere at the center of the universe had no trouble 
dealing with evidence suggesting that it was not; moreover, some 
of the most compelling evidence was in favor of the stationary earth 
view—just as some of the most compelling evidence is in favor of the 
input-output view.

Ed Ford: Gary, Chuck, and all of you other PCT demonstrators, I have 
a diff erent way of demonstrating PCT with rubber bands. Take two 
rubber bands (I prefer big ones) and knot them together. Ask the par-
ticipant to hold the ends of the rubber bands, one in each hand, facing 
you. With his/her hands outstretched, the knot will be directly in front 
of both of you. Then point your fi nger at the knot and ask him/her to 
keep the knot directly in front of the tip of your fi nger. Begin moving 
your fi nger and he/she will automatically look at the relationship of 
the knot to the tip of your fi nger. Next, ask him/her to look at his/her 
left  hand and watch its actions while trying to achieve the same goal 
of keeping the knot at the tip of your fi nger. Obviously, he/she can’t. In 
fact, there is a strong internal urge to take a look at the knot-fi ngertip 
relationship. Thus, he/she will perceive the need for feedback and the 
inability to achieve goals by watching behaviors. I’ve found this to be 
the best way to lay to rest the idea that we control our actions.

An alternative is to get two people to participate. Begin with the two 
rubber bands knott ed together. She holds the end of one rubber band, 
and he holds the end of the other rubber band, with the knot between 
them. Again, you point your fi nger, with the tip being right at the knot. 
Move your fi nger around; they have to keep the knot right at the tip of 
your fi nger. Now, ask them to achieve the same goal by watching their 
actions and to concentrate on how they move their hands as they at-
tempt to reach their goal. Or tell them to watch each other’s actions. Or 
ask one of them to close their eyes and the task for the other becomes 
more diffi  cult. Move your fi nger about. Again, the internal desires on 
their parts to look at the knot show the need for feedback to achieve in-
ternal goals and the inability to control by concentrating on the actions. 
I fi nd that when you ask people to switch from watching the knot and 
its relationship to the tip of your fi nger to watching their hands move, 
it becomes so obvious how we control for input, not output. The nice 
thing about these demonstrations is that you don’t need a chalkboard, 
you can demonstrate most anywhere (with the exception of a phone 
booth), and you still maintain control over the disturbance.

Bill Powers: Ed, those new rubber band demos will take their places 
in the fundamental set. I think that Occam’s Law, saying that we should 
choose the simplest and most parsimonious explanation covering the 
facts, ought to be supplemented by Occam’s Economic Law, saying 
that the way of communicating the explanation should cost as litt le 
as possible. You have taken a demonstration that could be done on a 
$2000 computer and have managed to show every major point using 
equipment costing about 10 cents. Very, very nice.

Ed Ford: I’d like to add an additional feature to my version of the 
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rubber band demo. You can show others what it is like to try to control 
another’s actions. I had my wife, Hester, hold the two knott ed rubber 
bands, and my son, Joseph, point his fi nger while Hester tried to follow 
the fi nger (as he moved it about) with the knot. I then gently said, “I’ll 
help,” and I took her arm to help her achieve her goal. Anyone want to 
guess the response? “Hey, I can do this myself” is what she said. Her 
att ention immediately went from her chosen goal of trying to follow 
the pointed fi nger of Joseph with the knot to gett ing me off  her back. I 
suggest when you try this that you use someone with whom you have 
already established a close and warm relationship. I don’t want to be 
sued. Bill, you can’t get that out of a $2000 computer.

Bill Powers: Ed, what’s nice about the rubber band experiment is that 
you can demonstrate just about all of the features of PCT with it. Your 
latest is a fi ne example.

Gary Cziko: Bill Powers has made some illuminating arguments [not 
quoted in this thread] about how a feedback system can be expected 
to be faster than an open-loop, ballistic system. I’ve found what I think 
is a simple way to demonstrate this, to which I would like to get some 
reactions.

You need a large, smooth table, two coins, and a stopwatch. An as-
sistant to work the stopwatch might also be useful. Stand or sit beside 
the table. Next, take two coins (B for ballistic and F for feedback) and 
put them on one side of the table, with one coin directly above the 
other. Now slide one coin (B) from where it is to the other side of the 
table ballistically; this means giving it a quick push with your fi nger 
so that it slides shuffl  eboard-style across the table and comes to rest 
where the laws of physics say it must. The time taken from the initial 
push to the fi nal stop should be timed. Now move the remaining coin 
(F) from where it is (and from where B started) to the new location of 
coin B and time how long it takes. Do this as quickly as you can while 
keeping your fi nger on the top of the coin as you slide it across the 
table. Compare the two times.

When I do this, I get times for coin F which are always faster than 
coin B, feedback taking only about 60% of the time of ballistics (for 
example, 0.86 seconds for coin B, compared to 0.52 seconds for coin 
F). It seems that the two coins take off  at about the same speed, but 
that coin B starts to slow down immediately aft er the push, while coin 
F continues to accelerate until gett ing very close to the target, where 
a very sophisticated braking system takes over to decelerate the coin 
sharply right before the target.

Somehow I feel that the physics of coins sliding on tables doesn’t 
make this a watertight demo showing that closed loop can be faster 

than open loop (limbs don’t have much friction, do they?), but I’d like 
people to try the demo and get some reactions from the more physi-
cally enlightened people on the net.

Rick Marken: Gary, the coin-sliding demo is absolutely your best yet!! 
I love it. I hope it holds up to the scrutiny of the physically inclined 
types. But I think there are all kinds of possible variations on it that 
can satisfy even the most hard-nosed members of the net. It’s really 
ingenious, Gary; nice going.

Robert Clark The various rubber band demos are fabulous! I particu-
larly like Ed’s recent one, taking one band in each hand. Especially the 
reaction to “help.” I am reminded of the leader-follower” demo with 
the Portable Demonstrator. Do you remember this, Bill? It requires two 
subjects who fi rst work with ordinary fi nger-tracking separately with 
the experimenter. Then one subject, Joe, is asked to lead the tracking, 
and Pete is asked to follow. Aft er they sett le down, the experimenter 
calls, “Pete,” who is now to be the leader, with Joe the follower. Again, 
aft er sett ling down, the experimenter calls, “Joe,” and Joe and Pete 
change roles. Make the changes rather slowly at fi rst, so that it be-
comes easy—then gradually increase the pace.

It isn’t easy to adjust a remembered skill to an unfamiliar situation. I 
am reminded of the time it occurred to me to carefully apply my ball-
throwing sequence, right-handed, to my left  arm. I thought I might 
be able to do this, since I am generally rather ambidextrous. It took 
careful and detailed reworking of the remembered movements to ap-
ply them to the other side. It worked much bett er than I expected! But 
I found that I had to have no witnesses (distractions? violations of my 
self-image?), and it felt so strange that I never tried it again! But there 
are many such reworkings possible. In school, we played with “talk-
ing backward.” I have found since that this is not uncommon, but we 
did not reverse the spelling, we reversed the sequence of phonemes! 
“Nack ooyah cawt zdrawacab?” Not easy! With experimenting to ac-
quire a stock of remembered performances, “Ti zih tahn draha!”

Bill Powers: Bob Clark says: “I am reminded of the ‘leader-follower’ 
demo with the Portable Demonstrator. Do you remember this, Bill?” 
Yes, indeed, and thanks for bringing it up. It’s been a long time since I 
mentioned it, however, and it really does belong in the portable demo 
collection. Just to expand a litt le on your brief description: The object 
of the demonstration is to see how long it takes people to switch roles, 
namely, from leader to follower. B moves a fi nger arbitrarily in space 
while A tries to keep a forefi nger aligned with B’s fi nger. This results 
in B tracing out some patt ern in space, while A’s fi nger lags behind it 
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a litt le, always trying to catch up. Then, on a signal from a third party, 
the two participants swap roles. Now A is moving a fi nger in arbitrary 
patt erns, while B tries to track it with a fi nger as closely as possible. 
Clearly, it is now A who creates an arbitrary patt ern in space, while B’s 
fi nger lags a litt le behind it, always trying to catch up.

The third party keeps giving the signal at variable intervals, and the 
participants keep swapping roles, until they are executing the swap as 
fast as possible. The claim that Bob and I would make is that the mini-
mum possible time required for this swap is longer than the time taken 
to change any lower-level control process. The time should be longer, 
for example, than the time required to correct the error when tracking 
a regular patt ern over and over, with the disturbance being a sudden 
stop in the target patt ern. And that time is longer than it takes to track 
a target that moves in random jumps to fi xed positions, which is lon-
ger than the time it takes to respond to a downward push by swinging 
the arm rapidly downward, which is longer than it takes for a directly 
disturbed arm to begin to move back toward the undisturbed posi-
tion. So we would seem to have fi ve nested and demonstrable levels 
of control with progressively longer reaction times, the fi ft h being the 
role-swapping, and the lowest being the position refl ex. A proviso is 
that all of these tasks should be well-learned, so we aren’t looking at 
reorganization along with the control actions.

I just checked this out with my wife, Mary, and it still works. While 
checking it out, it occurred to us to wonder what would happen if 
one of the people simply changed roles without warning the other and 
without any external signals. With diff erent pairs of people, the results 
might be diff erent, but in our case the results were hilarious. I won’t 
spoil it for you by describing it.

Gary, your coin-sliding demo inspired me to think up another demo 
that shows a litt le more of the eff ect you want. We happen to keep 
around the house various toy trains, for purposes of grandparenthood. 
I picked a wooden train car about six inches long, weighing about a 
pound, with wooden wheels and a convenient hook at each end. To 
each hook I fastened a string of three rubber bands, fairly weak. I set the 
car on a table, on its wheels. Then, using both hands, I stretched out the 
rubber bands so the car came to a balance point between my hands.

There are now two ways to move the car: (1) Move both ends of the 
rubber bands by a fi xed distance to one side and let the car end up 
where it will; (2) Watch the car and move your hands (keeping tension 
between them) so as to bring the car to a fi xed position.

If you try to move the car as fast as possible by the fi rst method, you 
can make two marks on the table and move your hands to the marks 
as rapidly as possible. The car will be accelerated in the direction your 
hands move, reaching maximum velocity just as the tensions in the 

two rubber bands are equal. It will then proceed past the midpoint 
until its velocity is reduced to zero by the growing tension in the trail-
ing rubber band. It will then accelerate back the other way, and so on 
in diminishing oscillations to an end-point.

Using the second method, you mark the fi nal position of the car re-
sulting from the fi rst method, then reset the car to its original position. 
Now you watch the distance between the car and the mark, and move 
your hands in parallel, maintaining tension between them, to bring the 
car to the mark. It will move to the mark and stop there with no oscilla-
tions. With practice, you can make it do this far more rapidly than you 
can get the car to the mark the other way.

This would be even more dramatic if the rubber bands were very 
weak and the wheel bearings good. You would have time to acceler-
ate the car toward the fi nal position by moving your hands far to one 
side, to get a strong acceleration, and then far in the other direction to 
slow the car to a stop, your hands returning to the correct fi nal position 
automatically.

The only way to make the fi rst method work almost as well as the 
second method would be to generate an arm-movement waveform just 
right to produce a high initial acceleration, and then at just the right 
time, a high fi nal deceleration. In other words, provide a central pat-
tern generator of high precision that produces the same arm positions 
as the control system generates without pre-programming.

This is why people have been driven to proposing motor programs 
instead of systems that just issue a “position” command. The motor 
programs are supposed to compensate for the dynamics of the con-
trolled variable, as well as the kinematics of the jointed limbs. Once 
you start down this trail, still thinking of commanding output, you 
are driven step by logical step until you fall into the hole. Your basic 
premise leads you to propose a patt ern generator of incredible preci-
sion, and a program of equal precision that bases its command outputs 
on unobtainable data of just as great precision—and it requires you to 
ignore all long-term disturbances.

The second method is not only simpler and faster, but it can work in-
defi nitely (no cumulative computation errors) and it can achieve good 
fi nal precision using low-precision output eff ectors, even in the pres-
ence of environmental nonlinearities and disturbances.

Robert Clark: Bill, your more complete description of the leader/fol-
lower demo is helpful. I would join in your claim that “the minimum 
possible time required for this swap is longer than the time taken to 
change any lower-level control process.” The “lower-level control pro-
cess” consists of tracking the leader’s fi nger. This requires control of 
muscle variables, position variables, and time variables.
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The follower has formed recordings from observations and, perhaps, 
tracking experiences. He can select one that might produce acceptable 
results. He uses this to provide reference levels to produce his tracking 
movements. As the patt ern changes, diff erent recordings are needed. It 
takes more time for these changes than it takes for lower-level (muscles, 
positions) changes. To the follower, this is still the tracking demo.

The leader also has a supply of recordings available from his experi-
ences, etc. His assignment as Leader calls for him to select one to be 
tracked by the follower.

Warning! If your subjects are unfamiliar with participating in such 
demonstrations, there can be some unexpected side eff ects. For exam-
ple, some people avoid the role of leader. Being a follower might be 
acceptable, but being the leader introduces some intrinsically diff erent 
perceptions. The particular behavior depends, of course, on the spe-
cifi c individual. As switching becomes faster, the participants might 
become confused and confl icts (internal) might develop.

I suggest that you examine your own—remembered—internal expe-
riences when you have been a participant in this demo.

Ed Ford: More on the rubber band demo: I spent the last week in 
Michigan, training 32 teachers, counselors, and administrators in con-
trol theory (among other things). I showed the rubber band demo, 
where a teacher held two knott ed rubber bands stretched out, with 
the knot directly in front of her chest. She had to keep the knot right at 
the tip of my moving fi nger. When I asked the participant to watch the 
action of her right hand instead of the knot, I began watching her eyes. 
I could see her eyes occasionally sneaking a look at the knot. Thus, 
she was able, by sneaking an occasional look at the knot in relation to 
the dot, to achieve her goal, but with less effi  ciency. I wanted to force 
her to just watch her actions, so I got someone else to take my place 
by moving his pointed fi nger in front of the knot. Then I took a piece 
of cardboard (about 12 x 8 inches) and placed it between her eyes and 
in front of the knot. Now she couldn’t see the knot and the tip of my 
fi nger, and her ability to sneak glances was eliminated. Her inability 
to keep the knot over the dot became far more pronounced; in fact, she 
couldn’t do it at all. That demonstrated clearly that we need feedback 
to achieve a goal, and that watching our behavior has nothing to do 
with controlling a variable.

Rick Marken: Here is a portable demo which could easily be turned 
into a computer demo. Just have the subject track your fi nger with her 
fi nger (I just did this with my daughter) as it makes a regular patt ern 
(an approximately 8-inch-diameter circle seems to work nicely). Move 
your fi nger at the rate of about one cycle per second—slow enough for 

good control, but fast enough so that knowing the circular movement 
patt ern really helps. Then stop your fi nger at an unpredictable time. 
Your subject’s fi nger not only takes a while to stop (about 1 /2 second), 
but while it is moving, it is tracing out an obvious curve, even though 
there is no target present to track. So the movement aft er the signal to 
stop is still controlled relative to a reference circular movement. There 
is “anticipation” that the target fi nger will not only continue to move, 
but that it will continue to move in a circle. (I put “anticipation” in 
quotes, because this could be modeled without any explicit computa-
tion of predicted target position at all—the model just controlling a 
higher order variable that could be called “relative circular motion.”)

Now do the same thing, but use irregular movements of your “tar-
get” fi nger. Try to move you fi nger at about the same rate at which you 
were moving it to make the circle. I did it by writing out some words 
in the air. Now, when you stop the fi nger, you will fi nd that the subject 
moves very litt le aft er the stop. This is because (in theory) the track-
ing is now being done at a lower level; if target movements are suf-
fi ciently unpredictable, there is nothing the subject can control except 
the distance between target and fi nger (a confi guration). So there is no 
change in the variable to be controlled when the target fi nger stops; the 
distance between target and fi nger is all that must still be controlled. 
But when the target was a circle, the stopped target changes the vari-
able controlled from “circular patt ern” (probably an event-level per-
ception) to no patt ern.

Anyway, it’s a nice way to spend a few minutes with your kids. My 
daughter got a kick out of seeing her fi nger keep moving in a curve af-
ter mine stopped; even though she was trying very hard not to let that 
happen. I didn’t mind humiliating her in this way, because she keeps 
beating me at every computer game I’ve got.

Bill Powers: I sent the critique below to Dag Forssell aft er seeing the 
video tape of his ”Purposeful Leadership” presentation to a group of 
Edward Deming afi cionados. [Excerpts from the critique are reprinted 
here.—Ed.]

I would start the actual introduction to control theory by laying out 
your strategy to the audience and gett ing their agreement with it. What 
I would say would go something like this:

“In the rest of this presentation, we’re going to go through two stag-
es of development. In the fi rst part, I’m going to teach you the basic 
principles of perceptual control theory. To do this, it’s best to focus 
on a simple example and make sure you understand every aspect of 
it, so this phenomenon becomes familiar to you, and so you begin to 
know what to expect. Please don’t worry about what this has to do 
with Deming’s Total Quality Management (or whatever). I promise 
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that we’ll get to that. What I say about the Deming approach will make 
a lot more sense to you later if you just focus for now on grasping 
certain relationships that are basic to perceptual control theory. I hope 
you will interrupt, ask questions, ask me to repeat anything, no mat-
ter how simple, that you’re not perfectly clear about. The bett er you 
understand what you see in this segment, the easier it will be for you 
to see the parallels when we start talking about real life. So for about 
the next half hour, let’s all concentrate on a single goal, together, which 
is to master some basic principles and make sure that everyone under-
stands them. The payoff  will come in the half hour that follows. I want 
to hear that you’re willing to do this: to forget Deming for half an hour, 
and work only on understanding the basics of PCT. How about it?”

Then I would go directly to the rubber band experiment. When you 
do it, you should have clearly in mind a sequence of basic principles 
that you want to demonstrate and explain. Don’t worry about what 
you’re going to say (output). Just be very clear at every stage exactly 
what you want the audience to understand. You are very good at this; 
you don’t need to worry about your words.

The fi rst part can go prett y much as you did in the video. Set up 
the task with a volunteer, and spend 20 seconds moving the rubber 
band around while the subject keeps the ping-pong ball on the target. 
Then ask the audience to explain it, as you did in the video. Be sure to 
emphasize that the question is, “What was the relationship between 
me, as the experimenter, and the volunteer, as the subject? What you 
would say is causing the subject to behave that way?”

With that fi nished, aft er no more than a minute, start explaining, and 
do so in much more detail than on the video. Say: “Watch what my 
hand does, what his/her hand does, and what the ball in the middle 
does. Notice that as I pull gradually back on my end, the subject pulls 
gradually back on the other end. Notice that the ball stays prett y much 
in one place. Now, as I raise (lower) my hand, notice that the subject 
lowers (raises) his/her hand. And notice that the result is always that 
the ball remains in the same place.”

Then explain, right there, that you asked the subject to keep the ball 
in a specifi c place. You did not ask the subject to move the hand in any 
particular way. You told the subject what to perceive, not how to act. 
And right at that point, prove that the subject is not reacting to your 
hand movements. Bring along a sheet of cardboard with a notch in 
one side. Hold the cardboard at right angles against the paper with the 
notch directly over the ball so the subject can see the ball, but not your 
end of the rubber band. And demonstrate that the subject can still keep 
the ball in one spot without being able to see what your hand is doing. 
When everyone in the audience agrees that the subject doesn’t need 
to see the disturbance, hold the cardboard so the subject can see your 

hand but not the ball, and prove that control gets much worse when the 
subject can’t see the ball but can see your hand. Check with the subject: 
“Can you see my hand? Can you see the ball?” Then check with the 
audience to be sure they get it: that the subject really has to see the ball 
in order to control it well. You’re trying to establish some clear basic 
facts. This should have taken no more than 10 minutes.

Now you can start drawing your diagram. The ball is there in the 
environment, so draw a ball. The subject has to perceive the ball, so 
draw a perceptual function and explain that it creates the perception 
inside the person of the ball outside the person. Now ask, “Where is 
the target?” The audience will, of course, point to the target circle on 
the paper. But you say, “Wait a minute before you decide,” and you 
whisper to the subject to keep the ball six inches to one side of the 
target, then spend 10 seconds showing the result. Then you ask the 
audience, “What do you think I told the volunteer?” Most of them will 
guess right; if they don’t, tell them what you said.

Now ask again: “What does the subject want and where is that 
want?” What you want them to say, somehow, is that it’s inside the 
subject. The subject is perceiving the distance between the ball and the 
target and obviously wants to see a particular distance, not necessar-
ily zero, as you have just shown. When you look at the piece of paper, 
you see the actual distance, but you don’t see the wanted distance. So 
where is it?

Now you go back to the diagram, and you show arrows entering the 
perceptual function from both the ball and the target. You label the 
perceptual signal “perceived distance.” And now you can add the refer-
ence signal, labeling it “wanted distance.” Emphasize that this wanted 
distance is now inside the person’s head. Then the question is, “So 
what?” You have here the perceived distance as it is at any moment. 
You also have here a specifi cation for the wanted distance. Something 
has to happen right here if there’s to be any basis for action. What op-
eration has to be performed? The answer you want to extort is “com-
parison.” Somehow the person has to bring these two things together, 
the want and the perception, and judge how they are diff erent. If the 
actual distance is greater than the wanted distance, the action has to 
make the distance smaller; if less, the action has to make it greater. So 
the action has to be based on the diff erence between the want and the 
perception. It doesn’t depend just on the perception; it doesn’t depend 
just on the want. It depends on the diff erence between them. Draw the 
comparator box, label the output “diff erence,” and draw the arrow 
from the comparator to the output function.

Now ask what the rule has to be for converting the diff erence into an 
action, just in one dimension. This is not hard to fi gure out; if the per-
ceived distance is less than the wanted distance, move your hand one 
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way; if it’s greater, move your hand the other way. Make sure everyone 
understands. Everyone should be nodding. If they aren’t, ask what the 
problem is and fi x it.

The last step is to close the loop. Notice that when the subject’s hand 
moves, it moves in the right direction, and that the result is to return 
the ball to the target. You can illustrate this with the stimulus-response 
demonstration, suddenly pulling back on your end, suddenly relaxing 
again.

Now apply a very slow change in the disturbance and show that the 
ball remains near the target. “Notice that the perception and the ac-
tion happen at the same time. You can’t separate out the disturbance, 
the change in perception, the comparison, and the change in action. 
They’re all happening at once. You understand how each part of this 
control system works; now when you see them all operating at the 
same time, you can see that the result is continuous control, in either 
one (pull back) or two (move up or down) dimensions. Or more.”

Now show the relationship between the disturbance and the action. 
Explain why it now makes sense that keeping the ball over the target 
requires the subject’s end of the rubber bands to move oppositely to 
yours. The subject is just correcting movements of the ball. This is the 
illusion of cause and eff ect. It seems that your hand movements are 
causing the subject’s hand movements. But if you realize that the sub-
ject wants the ball to be in a specifi c place, in between the cause and 
the eff ect, of course you understand why the movements are as they 
are. When you understand what the subject perceives and wants, and 
what the subject has to do to make the perception match the want, you 
understand all of the relationships between apparent causes and ap-
parent eff ects.

At this point, you can test their understanding. Either really, or as a 
thought experiment, ask them what will happen if your wife, Christine, 
knots another rubber band near the ball and pulls upward on it. How 
will the subject’s hand behave? And why? If they have any problem, 
ask what will happen to the ball when Christine pulls, but the subject 
doesn’t respond. Then ask what the subject has to do to get the ball 
over the target again (pull downward). It would be very nice to get 
the audience to make the prediction, and then actually do it and show 
that they are right. “Were you just guessing what would happen?” No. 
They knew what would happen. How did they know? Because they 
knew where the volunteer wanted—intended—the ball to be.

Now you can say: ‘When we started this demonstration, I asked you 
to explain what the subject did. A lot of suggestions were heard. Now, 
if I ask you again to explain what the subject did, what will you say? 
What caused the subject to behave that way?” And you should get 
nothing but right answers.
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At this point, you might take fi ve seconds and ask: “Have you ever 
heard of a theory of behavior that lets you explain what anyone is do-
ing, however simple, and know that you have the right explanation?”

The fi nal point can now be made. Give the subject the pen, as in 
your video, and get a trace of the subject’s actions as you create some 
random disturbances. Now you have to make this point very clearly, 
hammer it home, be sure that every person gets it. You say: “If you 
had just walked into this room, and were told that this is an accurate 
trace of the subject’s exact actions, what could you say about what the 
subject was doing?”

This is the conclusion of the demonstration. Make sure that all of the 
people understand why observing actions doesn’t tell you either what 
the person wants or what the person is perceiving. It doesn’t tell you 
what the person is doing—what those actions are accomplishing that 
the person wants to perceive as being accomplished.

Close by telling them what comes next. “You now understand the 
basic concept called perceptual control theory. There is a lot more to 
learn, but what you know now will always remain true. People act in 
order to make their perceptions of the world match what they want 
those perceptions to be. You can’t understand their actions unless you 
know what they are controlling, and the specifi c target. When you 
do manage to fi gure out what they’re controlling, you can explain an 
enormous number of cause-eff ect phenomena—you can see what the 
cause is disturbing, and how the apparent eff ect, the actions of the 
person, are counteracting that disturbance.

“Aft er the break, we’re going to start applying what you know to the 
Deming Philosophy. We will look for parallels between what you saw 
in this very simple demonstration and what you see people doing in 
business management situations. We’ll do a litt le role-play fi rst, then 
apply perceptual control theory to the situation, and then do another 
role-play later to show how a person who knows PCT will act diff er-
ently. We’ll talk about Profound Knowledge and what all of this has 
to do with Deming’s insights. We can’t possibly cover all applications 
of PCT in the time left , but perhaps you are beginning to suspect even 
now that these applications will penetrate into every corner of life, in 
business and outside it. I have been developing my understanding of 
PCT for several years and still have much to learn. I envy you, because 
the initial experience of seeing a real theory of behavior unfolding for 
the fi rst time is one that can’t be repeated.”

Then the break; give them time to talk about it with each other and 
let it soak in for a short time.

Robert Clark: Dag, you have changed my view of the rubber band 
demos. I had realized, of course, that they are useful and supplement 
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the Portable Demonstrator that we used some 30 years ago. But when 
you introduced the “double ball” version, it added a new dimension. 
With the single ball, the lower orders of control can be demonstrated 
by suitable adjustment of the timing and the patt erns used by the dem-
onstrator. However, without losing any of them, the second ball makes 
the subject a full participant. He or she is asked to “select which ball 
to control”! This can be carried further by suggesting that he or she 
change, from time to time, which ball he or she is controlling. Another 
step: switch who is the demonstrator and who is the subject, done on 
the command of a third party.

Good show Dag, I appreciate the opportunity to know about your 
activities.

Gary Cziko: Dag and Bill, I was interested in hearing of the new uses 
of the trusty old rubber band demo. Here’s another twist (or rather, 
slip). In this demo, the subject is told beforehand to keep the knot over 
some inconspicuous (to the audience) target, and the audience is try-
ing to guess what the subject is “doing” as the demonstrator disturbs 
by pulling on his or her end of the rubber band.

Instead of using two rubber bands tied together, use three tied to-
gether end-to-end. Have the subject hold the end loop of one as usual, 
but you (the experimenter/demonstrator) hold on to the second knot, 
not the end of the third rubber band. (Got that?) Don’t loop any fi ngers 
through, but hold on to the second knot between your thumb and in-
dex fi nger (as you would normally hold on to a string), with the third 
rubber band concealed within your hand.

Now do the demo as usual. When someone from the audience in-
variably says that the subject is simply mirroring your movements, 
stop at a position where there is good tension on the bands and then 
gradually let the third rubber band slip through your fi ngers and then 
hold again as the end arrives between your index fi nger and thumb. 
While the rubber band is slipping through your fi ngers, the audience 
will see the subject move his or her hand toward yours while your hand 
remains still.

 So much for the “experimenter’s hand as stimulus” explanation of 
the subject’s behavior.

Rick Marken: Using the rubber bands, you can show that the position 
of the knot (p(t)) is always a result of what the subject is doing to his or 
her end of the rubber (o(t)) and what you are doing to the “disturbing” 
end of the rubber band (d(t)). You might be able to show (when you 
move the disturbance slowly) that the position of the knot does not 
change as you might expect it to if just the disturbance were acting. For 
example, when you pull gently to the left , the knot might be expected 

to move correspondingly to the left . But the subject might be able to 
notice that sometimes the knot is actually moving to the right (due to 
the added eff ects of their own actions) while you are pulling to the left . 
This means that the position of the knot is not a stimulus that “tells” 
the subject how to pull on their rubber band to correct the disturbance. 
So the stimulus-response view of control cannot be preserved even 
when the actual variable (the knot) that the subject is controlling is 
discovered.

But the deeper point is that perception is just there—it is neither right 
nor wrong, good nor bad, in error nor not in error—it is not informative; 
it just is. The position of the knot is just the position of a knot—but once 
you have a reference regarding where it should be, then it seems as if 
some knot positions are defi nitely “wrong,” and one particular one is 
“right.” This is a tough point to demonstrate, because people don’t care 
much about the position of knots, and when you tell them this it seems 
prett y trivial. But try to explain that this applies to all perceptions that 
are controlled, and you will get some strong reactions. People who are 
controlling for the neatness of their house have a diffi  cult time believ-
ing that the neatness of the house is just a perception—when the house 
looks “messy,” that perception seems just plain wrong. It is diffi  cult to 
demonstrate that perceptions are just perceptions, and that they only 
become “good” or “bad” or “right” or “wrong” (i.e., they only become 
informative) with respect to one’s own references for them. That fact 
is easy to demonstrate with “knot” positions, but a hell of a lot more 
diffi  cult to demonstrate with political, religious and economic “posi-
tions.”

Bill Powers: Dag, I will work with you to make the demo section of 
your ‘Purposeful Leadership” presentation an eff ective teaching tool. 
How eff ective it is will depend on how well the audience understands 
it, and on how well they can relate the principles embodied in the 
demo to other situations.

The point of the demos is twofold. First, you’re just demonstrating 
a phenomenon of control, which is interesting in its own right, as you 
have found. Second, you’re establishing a way of talking about the el-
ements of and relationships in a control process, so you can use this 
way of talking later and remind people of what they learned through 
reminding them of their experiences with the rubber bands. The more 
clearly you establish what you’re talking about in the beginning, the 
more easily the audience will understand what comes next. I’m going 
to lay out a strategy for doing this in a period of about an hour. The 
following segment might seem long and detailed to you. You might 
worry that the audience will wonder what this is all about, but don’t 
worry. They will be interested because they are learning something.
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First, you must carefully show the audience the physical elements of 
the rubber bands, so they will know what is important to notice:

a. The experimenter’s end of the rubber bands.
b. The participant’s end of the rubber bands.
c. The ball in the center of the rubber bands.
d. The eff ect of the experimenter’s action on the ball.
e. The eff ect of the participant’s action on the ball.
f. The combined eff ect of both actions on the ball.
You can do this part alone. You can stand facing the audience with 

one end of the rubber bands in each hand. Hold one end of the rubber 
bands still and move the other end, being sure you point out that you 
can both stretch it and move it up and down. Show that when you 
move your hand by a certain amount, the ball moves in exactly the 
same way, but by almost exactly half the amount. Show that this is true 
when you move either end, holding the other end still. Then return to 
holding one end still while you move the other end.

Now talk briefl y about variables. You can say that you’re aff ecting 
the ball with your actions. But what is it about the ball that you’re 
aff ecting? It always has the same color; it’s always round; its price is 
still whatever it is. What you’re altering about the ball is its position, 
either up and down or side to side (illustrating as you speak with the 
appropriate move). It’s only the position that is varying. The position 
can vary in two ways: up-down or side-to-side.

Here’s an example of how the spiel might go: “So we can say that 
there are two independent variables involved. They are independent 
because you can change the up-down position without aff ecting the 
side-to-side position, and vice versa [illustrating as you speak]. So we 
are really talking about two variables here. If we know both variables, 
the up-down position and the side-to-side position, we know where 
the ball is in each of the two ways it can move, and that’s all we care 
about right now.

“Now look at the hand holding the movable end. We say that this 
hand is carrying out an action. In this experiment, however, we’re only 
interested in the action as it can aff ect the two variables that defi ne the 
ball. We’re interested in the position of the hand. This is a variable, too, 
and, in fact, it’s two variables. The hand can move up-down or side-to-
side [illustrating as you speak]. So we speak of the action that aff ects 
the ball in the same way we speak about the ball: in terms of variables. 
At any moment the hand variables are set in a certain way. As a result, 
when the ball variables are in a certain condition, the ball is in a certain 
position.

“All of this elaborate analysis is meant to let us see something that’s 
not usually understood very clearly: the diff erence between an infl u-
ence and an infl uence. When you understand what that means, you’ll 

already understand something important about human relation-
ships.

“Look at the moving hand. Obviously, when the hand moves, the 
ball moves. So would you say that the hand position is an infl uence on 
the ball’s position? Isn’t this like saying that the driver’s steering eff orts 
are an infl uence on the way the car moves, or the teacher’s personal-
ity is an infl uence on the students? This is one of the ways we use the 
word ‘infl uence.’ We point at the cause of something else and say that 
the cause is an infl uence on the something else. The moving hand is an 
infl uence on the position of the ball.

“But now look at the ball. When the ball moves, you would say that 
it’s being infl uenced by something. You can focus on the eff ect of mov-
ing the hand and call that eff ect the infl uence of the hand. What do we 
now mean by the infl uence? We mean the behavior of the ball that is 
caused by the hand. What is the infl uence of the hand on the ball? Just 
look at the ball and you can see it: the ball moves. There is the infl uence 
of the hand.

“So now we have an infl uence in two diff erent places: in the thing 
that’s causing the ball to move, and in the movements of the ball. We 
can say that the teacher’s strong personality is an infl uence, but we can 
look at how the student’s behavior changes, and say, ‘That change in 
behavior is the infl uence that the teacher had.’

“How do you infl uence people? Well, in the fi rst place, you don’t 
infl uence people, you infl uence variables—you infl uence something 
about the person that is variable, like the person’s behavior or att itude 
toward you. You can’t infl uence the person’s height or age very much.

“Assuming we realize that we’re always talking about variables, we 
infl uence people by acting in a certain way on them. But does this in-
fl uence necessarily have any infl uence? When you apply an action that 
is supposed to be an infl uence, is the other person’s behavior always 
infl uenced? Not by a long shot, and here’s the reason. (Now you move 
both ends of the rubber band around so the ball remains stationary.]

“Look, I’m applying an infl uence to the ball with my right hand, but 
its position isn’t being infl uenced any more. The position of my right 
hand changes, but the position of the ball doesn’t. Suddenly my infl u-
ence on the ball has lost its infl uence. This is very mysterious. What 
has happened?”

The audience, of course, can see you moving your other hand. Ask 
them to explain why your right hand has lost its infl uence on the ball. 
Tell them to go ahead and say why, even if it’s perfectly obvious. Say it 
out loud, put it into words. But pin them down to an exact statement. 
Sure, it’s because your other hand is moving the other way. But show 
them that if your right hand moves to the right, the left  hand moves to 
the left ; if the right hand moves up, the left  hand moves down. Show 
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them again what would happen if the left  hand didn’t move (the ball 
moves to the right), and then what happens when the left  hand moves 
(the ball moves back to the left ).

Then explain that each hand has a variable position, and each hand 
aff ects the variable position of the ball in each of the two possible ways. 
The only way for the ball not to move is for the variations in left -hand 
position to be exactly equal and opposite to the variations in the right-
hand position. Only that will leave the ball in the same position, if the 
two rubber bands are identical. The infl uences of the two hands on the 
ball are equal and opposite, with the result that there is no infl uence 
on the ball.

“So the next time you try to get a vendor or an employee or a custom-
er to behave in a certain way, you will think of this, won’t you? What 
you say or do might be an infl uence on the behavior of the other per-
son, but it might not have any infl uence. Why not? Because there might 
be another equal and opposite infl uence coming from somewhere.

“Now we’re going to fi nd out where the most important equal and 
opposite infl uence comes from. May I have a volunteer from the audi-
ence, please?”

Now you turn to the easel with the paper on it, draw a target circle, 
and take the volunteer aside and whisper the simple instruction. You 
can explain out loud that you and the volunteer are going to keep your 
hands lightly touching the paper. Assume the position.

When you apply disturbances, apply them very slowly and smooth-
ly. Adjust your speed so the volunteer can keep the ball over the circle 
very accurately. Don’t let transients occur; they’re confusing at fi rst.

‘Now watch. I pull back, using the infl uence I have on the ball to 
make the ball move. I move my hand up, infl uencing the ball to move 
up. I move down, around in a circle, all diff erent ways. And you can 
see the infl uence on the ball that my hand is having, right? [Turn to 
the audience and raise your eyebrows and ask, inviting an answer, 
“Right?” Get the audience to point out that you’re not having much in-
fl uence.] Wrong. So even though I’m varying my hand position up and 
down and side to side, the ball isn’t varying that way. Why isn’t my 
infl uence having any infl uence? [Audience, even if you have to drag it 
out of them: “Because Jim is moving his hand the other way.”]

“Yes. I’m applying an infl uence to the ball, but the ball isn’t moving 
because Jim is applying an equal and opposite infl uence to the same 
ball. It’s just the same as when I had hold of both ends of the rubber 
bands, but now Jim is playing the part of my other hand.

“Why do you think Jim is doing that? [Audience: “Because you told 
him to.”]

“Yes, but what exactly do you think I told him to do? What would 
you guess the exact instructions were?”

Now there is a period of discussion while people volunteer guesses. 
Some will guess right, some will guess wrong. Just let the guesses ac-
cumulate for a minute or two, without commenting.

“Ok, you’ve told me your guesses, and you’ve heard other people 
guessing. Is there anyone who wants to change the guess now? OK. 
Jim, what did I ask you to do? [‘Please keep the ball as exactly over 
the circle as you can.”] Thank you. Some of the people out there think 
you’re a liar, but I know you’re not.

“I didn’t tell Jim how to move his hand. I asked him to produce a 
certain eff ect on the ball, and he evidently agreed to try. He evidently 
succeeded very well. But how did he succeed? What was he doing, in-
side, that created the result you saw? Now we’re looking for something 
besides just a description of what we all could see happening. We’re 
asking how Jim could be organized so he was able to do what you saw 
him doing. We’re looking for an explanation of what we saw.

“You’ve all heard explanations of human behavior, according to one 
theory or another. You’ve probably found some explanations more 
convincing than others. I’d like to fi nd out now what sort of explana-
tion you think would apply to this litt le experiment. How do you think 
Jim works, which would explain what he was doing? For example, 
how many of you think that Jim could keep the ball over the circle 
with his eyes closed? [Get a show of hands.] Nobody thinks you could 
do it, Jim. Let’s get into position, and you close your eyes and carefully 
follow this instruction; listen carefully: keep the ball exactly over the 
circle. [Jim closes his eyes, and you start moving your end of the rub-
ber band around. This will provoke a bit of laughter.]

“Well, it’s prett y obvious that Jim can’t follow the instructions with 
his eyes closed. We have made a great discovery: when Jim closes his 
eyes, he becomes deaf.

“All right, if that’s not it, what do we know now? Why did Jim have 
to see what was going on? [More comments from audience.]

“Let’s try to get very specifi c. What exactly did Jim have to see in 
order to do what he did? [Get more guesses—your hand, the ball, the 
rubber bands, whatever.]

“Well, let’s test a couple of these ideas. If Jim had to see my hand, 
then it wouldn’t make any diff erence if he couldn’t see the ball, right? 
So we can just dispense with the rubber bands and the ball, and Jim 
can move his hand the way he thinks he needs to move it when I move 
my hand. When I say ‘freeze,’ Jim, just rest your hand on the paper and 
hold it there, and I’ll do the same. Here we go. [Perhaps it would be 
good for you both to have dry markers, to mark the position.]

“Freeze. Now, with my other hand, I connect the rubber bands the 
way they were, and let’s see where the ball is. [This is one reason for 
making sure that Jim can control very easily and accurately.] Well, not 
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too bad. Are you satisfi ed with that, Jim? If not, go ahead and put your 
hand where you think it should be. (Jim corrects remaining error.]

“Now, some other people said that Jim was looking at the ball. 
Suppose that’s true: he can see the ball, but not my hand. I’ll hold up 
this piece of cardboard with a notch in it, and Jim, you position your-
self so you can see the ball but not my hand or arm. Ready? Here we 
go. [Experiment proceeds: use slow, large disturbances. The piece of 
cardboard should be large enough to conceal entirely your half of the 
playing fi eld.]

“All right, we have the evidence now. What’s your conclusion? [Get 
some conclusions.] Of course, we can use the last resort: Ask. Jim, while 
you’re keeping the ball over the circle, are you looking at my hand or 
at the ball? [‘The ball.”]

“Jim has served us well, but it’s time to see if he’s the only person in 
the world who can do this task. Let’s thank Jim, and ask for another 
volunteer. [New volunteer.]

“OK, just a, quick check: keep the ball exactly over the circle, Jane, 
while I hold up the cardboard—be sure you can’t see my hand or arm. 
[A few seconds of demo.] Good, you work the same way Jim does. 
Would you like to try it with your eyes closed? No, I didn’t think so.

“Can we agree now that watching the ball is suffi  cient? In other 
words, Jane doesn’t have to see my hand, and it probably wouldn’t 
make much diff erence if she could, because she could hardly keep the 
ball centered any bett er. Jane, why don’t you sit down here for a litt le 
while, because I want to draw a diagram before we go on. [Draw the 
rubber bands and ball with the target circle a litt le off  from the ball.]

“We’ve established that Jim and Jane look at the ball during this 
task. So they were looking at something in this region. [Draw a circle 
around target circle and ball.] Jane, did you also need to see where the 
target is? [“Yes.”] Jim, you too? [“Yes.”]

‘Now, what does ‘seeing’ mean? We see with our eyes, of course, 
but what gets into our eyes has to get into the brain, too, before any 
perception happens. So let’s draw a box up here, with an arrow repre-
senting light rays coming into the box, and an arrow coming out that 
represents what the brain knows by way of these light-waves. Right at 
the end of the arrow coming out of the box, I’ll draw what the brain 
would be seeing right now, based on how the diagram looks. Here’s 
the ball, and here, away from it a bit, is the circle.

“Jane or Jim, or both: if this is what you saw, what would you be 
trying to do? [Reply: Get the ball over the circle.] How would I draw 
a picture of that? [Reply: Draw the ball inside the circle.] Like this? 
[Above and to the right of the picture of the perception, draw two 
concentric circles.] So here we have a picture of how the ball and the 
circle actually look right now [indicate perception], and here we have 

a picture of—what? Jane or Jim, or anyone? [Wait for: How they are 
supposed to look, etc.]

“Would it be accurate to say that this [reference picture] is how you 
wanted them to look? [“Yes.”] Is this how they always looked? [“No.”] 
Well, then, how did you know how they were supposed to look? Before 
you answer, Jane, will you come up here again and do a short run with 
me? [This time, move your end just rapidly enough so that the ball 
wobbles all around the circle]. Now, how did you want the ball and 
circle to look? [Jane tells you or points to picture.] Most of the time, 
how did it look? [Indicates perception somehow. If she doesn’t point to 
the pictures, you do it.]

“OK, you knew it should look like this? [Point to reference picture.] 
And most of the time it actually looked more like this? [Point to per-
ceptual picture.] Good. Well, if most of the time it looked like this [per-
ception], how did you know about this? [Point to reference picture.]

“Let’s switch to another example for a moment. Most of you drive 
cars. When you are going along a straight road, you steer the car to 
keep in its lane. What are you seeing out the windshield in front of 
you? [Get descriptions.] Now, consider: How do you know where the 
car is in its lane? [More.] And fi nally, how do you know where it should 
be in its lane? [Etc.]

“All of this is building up to a point that a lot of you might have 
seen by now. The remaining question is: Where is this knowledge of 
the way the car and road, or the ball and circle, should look? [“In your 
head.”] In your head. Can all of you imagine a ball centered in the 
circle, right now? Can all of you imagine the way the car and road look 
when you’re in the right position on the road? And where is that imag-
inary picture, right now? In your head—or at least, not anywhere in 
the room outside you. Even if you don’t actually see an imaginary im-
age, there’s knowledge, somehow, of how the scene should look when 
it’s right. Right?

“You’re now ready to understand the theory of human behavior 
that’s behind this presentation. Just a few more steps.

“First, let’s start using some consistent terminology. This arrow in 
the brain, up here, that shows how the ball and circle actually look 
right now, we’ll call the perception. Notice that we don’t call the actual 
ball and circle down here, the real ones, the perception. The perception 
is what the brain, up here, knows about the world, down here.

“If the picture of the actual situation is the perception, then what can 
we call this other [reference] picture? It’s not a perception of the actual 
ball and circle. It’s an imagined perception. We judge the perception of 
the actual ball and circle with reference to this other picture, which just 
sits there unchanging, telling us how the actual perception should look, 
not how it does look. So let’s call this other picture the ‘reference per-
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ception.’ Or we could say ‘the reference condition of the perception,’ or 
just ‘the reference condition.’ The key word is reference, because it’s with 
reference to this [reference picture] that we judge this [perception).

“Now, I ask you: Is this [perception] the same as this [reference]? 
How do you know that? What would you call the process you carry 
out in order to decide that they’re not the same? [Hope to get “com-
parison.”]

“We call it comparison, and when we draw models, we draw a box 
right here, which receives information from the perception and from 
the reference, and compares them. We call it a comparator. And what 
comes out of the comparator? [Draw arrow.] Information about the 
diff erence between the perception and the reference. If there’s no dif-
ference, no information comes out. If the perception is diff erent, this 
arrow carries just the information about the diff erence. We can call 
this arrow a diff erence signal—in control theory it’s called an error sig-
nal, and you can use that term, too, as long as you understand exactly 
what it means. It doesn’t mean mistake or blunder, it just means that 
there’s a diff erence. If there’s any amount of error signal up here, we 
know that the real ball, down here, is not in the same position as the 
circle—or at least it isn’t perceived that way.

“While we’re at it, let’s identify this other box down here. It’s called 
an input function or a perceptual function. It receives light-rays or other 
physical information about the world and converts it into some sort of 
representation in the brain. It creates a perception, or as we sometimes 
say, a perceptual signal, that continuously indicates the state of the out-
side world. Right now, your brains contain some perceptual signals 
that indicate how my words are sounding and how I look as I stand up 
here. Obviously, everything in this region of the diagram is the brain 
[draw a big circle], and the rest is outside the brain.

“So, way down here, we have the actual circle and ball. Information 
conies from them into this perceptual function, creating this percep-
tual signal that always indicates the relationship of the circle and ball. 
Up here we have another signal, the reference perception or condition 
that’s showing how the perception should be. And here is the compara-
tor receiving both of those signals, comparing them, and spitt ing out a 
signal that represents how much diff erence there is—how far from the 
reference condition the perception is, and in what direction. These so-
called signals are simply currents fl owing through nerve fi bers in the 
brain. But we don’t have to worry about neurology here; this is about 
organization.

“Now, if the perception looks like this, and the reference looks like 
this, what should Jim or Jane do? Obviously, move the arm so that the 
ball goes this way, toward the target. It would work equally well if the 
arm could make the target move the other way, toward the ball. And 

where is the information that tells which way to start moving? Right 
here, in the error signal coming out of the comparator.

“All we have to do is hook up this diff erence or error signal to Jane’s 
arm muscles in the right way, and the arm will automatically move the 
ball, and keep moving it until there’s no more diff erence signal to tell 
the arm to move some more. Let’s watch it happen.

“Jane, if you’ll assume the position....
“Center the ball. Thank you. Now we’ll do this a litt le diff erently, 

in stop-motion. First, close your eyes. [Move your end of the rubber 
bands to move the ball.] Now open your eyes and make what you see 
look right. Now close your eyes again. [Move in a diff erent direction.] 
Open again. Close again. Open again. [Etc.] Thank you.

“By stopping the motion, we can see what’s going on. Each time Jane 
opens her eyes, she sees a diff erent picture of the ball and circle. The 
reference condition is the same, so the comparator puts out a diff erent 
error signal each time. This results in a diff erent motion of the hand 
each time, and it’s always in the right direction to make the perception 
move toward the reference condition. [Point to the right places on the 
diagram as you talk.]

“When we stop the motion like that, we see what looks like a series 
of stimuli followed by responses. But when we do it in the natural way 
(Jane, one more time, please, with eyes open), you can see that there 
are no stimuli and responses. The diff erence or error is never allowed 
to get very big, unless I start moving this end of the rubber bands too 
fast. In fact, Jane is acting continuously to keep that error or diff erence 
signal from ever gett ing very large.

“By doing that, she is keeping the perception of the ball and circle 
very close to this reference picture. It takes only a very tiny error to 
make Jane’s arm start moving to correct it; the eff ect of the movement 
is always just right to keep the error small.

“This is how you drive a car, isn’t it? You don’t wait for the wind or 
a tilt in the road to put you in the wrong lane, and then steer back. As 
soon as you can detect any diff erence between where you perceive the 
car to be and where you want it to be, you alter your steering eff orts 
just enough to prevent that change from gett ing any bigger. So your 
car hardly wanders at all. At least that’s how I hope you drive. These 
litt le corrections are quite automatic. You don’t have to know about 
these signals in the brain or how they’re hooked up. All you have to do 
is pick a reference condition. This litt le circuit here will then make sure 
that what you perceive matches what you intend to perceive. This litt le 
circuit is called a negative-feedback control system. This reference sig-
nal is where you put your intention in.

“One last look. Jane, I’d like you to go into slow motion. Do every-
thing just the same, but slow down your actions as if you have to push 
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your arm through heavy syrup. Let’s try it. I pull back on my end, and 
you slowly bring the ball back to the circle. You don’t have to wait for 
my motion to fi nish; you can start acting right away, but make your ac-
tion very slow. [If this doesn’t work, you can change roles.]

“Now, you can see how disturbing the ball creates a litt le error, 
which starts the arm moving the right way. Aft er a while the error is 
gone again. While my arm is moving, there’s a continuous error, which 
is keeping her arm moving the other way; when my arm stops, she 
catches up and the error disappears. Thanks, Jane, it’s been great.

“That was like seeing a slow-motion fi lm of a control system in ac-
tion. There’s always a litt le error, a litt le lag, but not very much. The 
action is always prett y much equal and opposite to the disturbance, 
and the error is always prett y close to zero.

‘Think back now to where we started, almost an hour ago. Jim got 
up here and moved his end of the rubber bands around, and you saw 
what he was doing, but did you understand what you were looking at? 
Now we have a model to explain what’s happening. You can see why 
Jane or Jim’s arm seemed to be mirroring my motions, as if imitating 
them. You can see why Jim acted to prevent me from having any infl u-
ence on the position of the ball. You can see that what matt ered was not 
how my arm moved, but how the ball moved. The actions of Jim and 
Jane were controlling the ball, not just reacting to my arm movements. 
They didn’t even need to see my arm or what it was doing to the rub-
ber bands. All they needed was to see where the ball was, and know 
where they wanted it to be. That explains everything you saw.

‘When engineers work with systems organized like the one in the 
diagram, they bring all sorts of complications into it. Things like dif-
ferential equations, Laplace transforms and z transforms, Bode plots, 
sampling theory, and even information theory. But they’re talking about 
the same system you see here, behaving just as you saw it behave, or-
ganized exactly as you see it organized in this diagram. A closed circle 
of cause and eff ect. Perception, comparison, and error driving an out-
put—although, of course, they wouldn’t talk about perceptions. You 
now understand the essence of this sort of system in just the way an 
engineer might understand it, and if you’ve followed the presentation, 
your understanding, you can be sure, is correct.

‘The last thing we have to do is bring in a few more terms, and then 
we will be armed and ready to tackle the application of this concept to 
human behavior in the areas that interest you.

“At my end of the rubber bands, we have something we will refer to 
as the disturbance. We call the position of my end of the rubber bands 
the disturbance because it disturbs the ball, or would if there were no 
other infl uences acting on the ball.

“At the other end, we have the person’s action. The term ‘action’ 

means just what the person’s muscles are directly causing to happen, 
positioning the hand. We can talk about the action without talking 
about any other eff ects it might have. The action is also an infl uence on 
the ball, but as you have seen, the behavior of the ball isn’t the same as 
the action itself.

“And in the middle, we have the controlled variable. In this case, the 
controlled variable is the position of the ball relative to the circle. We 
call it a variable because it is capable of varying. We call it controlled 
because the actions of the person control it. The actions bring the con-
trolled variable to a specifi c condition, and they vary in whatever way 
is needed to keep that variable in the same condition. That’s what we 
mean by control.

“So, in the environment of the person, we can see a disturbance, a 
controlled variable, and an action that is producing the control. In our 
model of what goes on inside the brain, we can see a perception that 
represents the controlled variable, a reference condition or signal that 
represents the intended state of this perception, and an error or diff er-
ence signal that drives the action. Put all of these elements together, 
and they add up to an explanation of the behavior you have been see-
ing. Put them all together, and you have a revolution in the behavioral 
sciences, which we’re soon going to begin applying. Any comments or 
questions? We can take 10 or 15 minutes for them if you wish. I could 
go on with this presentation for about three days, so don’t worry that 
we’ll fail to meet a schedule. We’ll just get as far as we can. The most im-
portant thing is that you understand, not that we fi nish an agenda.”

Aft er the talk and milling around is done: “Now, let’s talk about what 
behavior is. I need another volunteer just for a couple of minutes. You? 
Good, come on up. You will see that perceptual control theory, which 
is what we’re talking about, gives a person a lot of confi dence. It works 
with any randomly selected person.

“Here’s a dry marker. Hold it against the paper while you move your 
end of the rubber band, so it leaves a trace. Keep the ball exactly over 
the circle, right. Now, just keep it there for a while. [Put in a slow but 
broad patt ern of disturbances.]

“Thank you—that’s all. Now, suppose that someone had just come 
into this room and heard me say, This trace was created by Pete’s hand 
in the experiment you just saw.’ What might that person conclude 
about Pete’s behavior?

“You can’t say that Pete’s behavior didn’t produce this wavering and 
wandering trace. It did. But is that what Pete was doing? Was he really 
just making this squiggle on the paper? There’s a saying among the ad-
herents of PCT (which is what we call perceptual control theory) that 
goes: ‘You can’t tell what a person is doing just by looking at what the 
person is doing.’ Here’s a beautiful example of that. What Pete did was 
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to move the dry marker around and leave this trace. But what he was 
really doing was keeping the ball over the circle. You, who know about 
the controlled variable that Pete was concerned with, understand that. 
But the person who came in late didn’t see the controlled variable. The 
only evidence left  is the record of Pete’s actions, which tells us exactly 
nothing about what Pete was controlling by means of those actions.

“So, you can’t tell what a person is controlling just by looking at that 
person’s actions. This is a profoundly revolutionary idea. In most ordi-
nary aspects of life, we look at the people around us and we think we 
can see what they are doing. We look at their ‘behavior,’ in quotes. But 
what are we really seeing? We are seeing their actions. We are not see-
ing the variables that are being perceived by those people, and being 
controlled so that the perception is kept near some reference condition. 
Only the person we’re looking at knows what perceptions exist, and 
what state of those perceptions that person would prefer to experience. 
Only that person can see the relevance of the action to maintaining 
control over a particular perception. We, observing from the outside, 
can’t see the purpose of the actions.

“Imagine that we went through another session with this demon-
stration, but held a big piece of cardboard up so the audience couldn’t 
see the ball and circle. You could see my hand on one side, and Pete’s 
hand on the other side, and you could see them moving, but that’s all. 
Wouldn’t it seem that Pete’s hand movements were being caused by 
mine? It would look as though Pete were watching my hand move-
ments and responding with symmetrical hand movements of his own. 
If you had to draw a diagram of what was going on, you’d draw it like 
this: [Draw the rubber bands and ball. Draw a line from the disturbing 
end to a box and from the other side of the box to the action end.] The 
box is Pete. The movement of my end of the rubber band is sensed by 
Pete, and this stimulates him to move his end of the rubber bands. We 
have a nice simple cause-eff ect diagram, and Pete is just a link between 
the cause and the eff ect. If you grind that concept into your mind and 
really come to believe in it, what will happen when we take the piece 
of cardboard away? You’ll see that the stimulus not only makes Pete’s 
hand move, but tends to make the ball move because of the connecting 
rubber band. You’ll see that Pete’s hand movement also tends to make 
the ball move, but the other way. What an odd coincidence! The ball 
doesn’t move at all, or hardly at all.

“Now, if keeping the ball directly over the circle were vital to Pete’s 
health and safety, you might begin to wonder how the stimulus knows 
that it should cause Pete to move his hand in just the way that’s in his 
own best interests. You’d try to fi nd an explanation that seemed less 
outlandish, one that didn’t make it seem that Nature was being altru-
istic. So you might propose that keeping the ball over the mark was 

reinforcing to Pete. Whenever Pete didn’t move the right way, the re-
inforcement wouldn’t happen, so that wrong behavior would die out. 
Only the response to the stimulus that happened to keep the ball over 
the circle would be reinforcing, so that response would eventually be 
the only one left .

“You can see how it goes. Once you get a model fi rmly in mind and 
decide to believe it, all of your explanations from then on have to fi t 
that model, even though they leave you with other mysteries. Just 
why should a ball being over a circle be reinforcing to Pete? You can’t 
answer that question. All you know is that this explanation seems to 
work.

“We now have here a roomful of people who understand the con-
trol-theory explanation of what we’ve seen. You can compare the PCT 
explanation with the one we’ve just been through. While you’re doing 
the comparison, consider this.

‘The reinforcement explanation and the cause-eff ect model are the 
ones in which nearly every scientifi c psychologist has believed for 
most of this century. It’s the one you learned in school. It’s woven into 
our language and beliefs in ways that are so taken for granted that 
they’re almost unconscious. Have you ever thought that by applying 
incentives to someone, you can get that person to behave diff erently? 
Have you ever explained your own behavior by pointing to something 
in your environment, and saying, ‘That’s why I did it’?

“Long ago, before anyone in this mom was born, the great minds of 
psychology and biology held up a big piece of cardboard. They said, 
‘ever mind what’s behind this piece of cardboard. Just look at this end 
of the rubber bands and that end of the rubber bands. Isn’t it obvi-
ous that movements over here are causing Pete to move his hand over 
there? You don’t need to talk about purposes and intentions and de-
sires and wants and wishes. All you need to do is observe what causes 
what. Then you will be able to predict and control human behavior.’

“Everyone in this room who has studied Total Quality Management 
knows what is wrong with that. People are not simply boxes with in-
puts and outputs, devices that can be made to act in certain ways by 
applying the appropriate stimuli. People have goals and desires and 
wishes and purposes and hopes and intentions. You ignore them only 
at great risk. The principles that Dr. Deming has given us are based on 
a deep awareness that people are not the kinds of devices that conven-
tional science has told us they are.

‘People are control systems. Deming realized this without having any 
formal understanding of why he knew they are as they are. He knew 
psychology was an important leg on which his approach stands—but 
he also knew that the psychology he needed was not the one that ex-
isted.
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“PCT explains human behavior in a way that completely contradicts 
all conventional concepts, but which completely agrees with Deming’s 
intuitive assessments. Perhaps even knowing only what you have 
learned in our simple litt le demonstrations, you can begin to get a feel-
ing for how PCT is going to alter the psychological approach to man-
agement, and, for that matt er, to gett ing along with people in general.

“Let’s take a stretch and have some coff ee for a while. When we come 
back, I’ll give you just a brief look at some of the ways PCT could be 
applied, and is being applied. Don’t expect to become experts in the 
fi nal half hour. All I hope for is to stimulate your imaginations, so you 
will begin to see what lies ahead. You can probably guess that learning 
how to turn this new understanding into practical action takes more 
than an introductory session. But I’m sure that by the time we fi nish, 
you’ll be able to go home and work out a lot of the implications for 
yourself, and start putt ing PCT to work.”

Dag, that was more or less a role-play—what I’d say if I were doing 
the demo part of the presentation. Of course, I’d speak diff erently from 
the way I write. The things to pay att ention to are the pace and the 
plan. One thing at a time, always aimed at the next thing, and all work-
ing toward the fi nal conclusions. A lot of patience and details, with 
demonstrations of everything. A lot of interaction with the audience. 
Always demonstrating exactly what you mean, never just generaliz-
ing. What you want is for the audience, at the end, to understand what 
they have seen in every detail, and to make the connections between 
the specifi c things they’ve seen and the parts of one elementary dia-
gram. You want certain terms to be familiar—it doesn’t matt er if the 
terms are technical, there’s no need to search for the magic word that 
will make it easy for them. You show them what each word means, 
and they’ll understand.

I advise you to study this presentation, so you see how points to be 
made later are prepared early on, and how one idea leads to the next 
logical idea. Notice carefully that the only generalizations are at the 
very end, aft er all of the specifi c hard-core ideas are laid in. And they 
are very sparing.

You’re welcome to use any aspect of this material in any way that will 
help you. I hope you’ll try it out, and try to develop the sense of single-
minded development toward one rather simple and specifi c goal: get-
ting the audience to understand the organization of one simple control 
behavior. Once they understand that, they will grasp everything else 
you have to say very easily.
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Visions and Revisions

Bob Clark: Receiving Closed Loop led me to realize that I really should 
get back in touch with the current state of the work that Bill Powers 
and I developed together some 30 years ago.

I have been using, applying, and developing these early concepts 
on my own during this period. In beginning to post to CSGnet, I off er 
some comments on issues (3) and (4) of Closed Loop.

My main comment on (3) is about the lack of discussion of the hi-
erarchical levels that could /would be involved! Instead, much of the 
discussion recapped the standard arguments for/against governmen-
tal control—especially of the economy. It seems to me that a more pre-
cise and accurate defi nition of the original hierarchical Orders would 
be very helpful.

Closed Loop (4) seems to me to go around and around because of 
insuffi  cient recognition of the role of the engineer in designing and 
operating his/her system (whether it be “open loop” or “closed loop”). 
Indeed, many discussions omit the critical role of the observer, the 
experimenter, engineer, etc. I once co-authored a paper on a related 
subject: “A Systems View of Psychophysiological Experimentation,” 
presented to the New York Academy of Sciences in 1964. Not a very 
good paper, but it points out some of the levels of interaction normally 
omitt ed from discussion.

The key in (4) seems to me to lie in the phrase—mentioned several 
times in the discussion—”point of view.” The professional engineer 
takes his/her own role for granted: it is not part of the system he/she is 
designing. In his/her design work, he/she has, as noted in the discus-
sion, full access to all aspects of his/her work and hence can use the ter-
minology as he/she sees fi t. But the moment the engineer is included, 
most of his/her hierarchical structure is in action!

Greg Williams: I, for one, am happy that Bob Clark has joined the 
net. His experience of several years of ruminations regarding living 
control systems—in parallel and independent of Bill Powers’ rumina-
tions—should enrich the dialog (two eyes are bett er than one, and all 
that). Go to it, Bob!

Gary Cziko: I have had several interesting phone conversations with 
Bob Clark over the past few months. I am very pleased that two of the 
three original developers of Perceptual Control Theory (PCT) are now 
on CSGnet (the third, Robert L. McFarland, has passed away).
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Bob and I came up with general principles, but they were principles 
of control and hierarchical relationship, not generalizations about any 
particular perceptions (or words) at any particular level. The specifi c 
structure of the hierarchy that was proposed did not come from gen-
eralization, but from detailed examination of real examples as we dis-
covered and explored them. There is no generating principle that will 
tell you, given knowledge of the nature of level n, what level n + 1 
ought to be. The content of each level, insofar as we were able to char-
acterize any level, was found empirically.

Bob Clark: My orientation is one of trying to clarify and simplify 
the basic structure of the hierarchical array of perceptual control sys-
tems. In the process, I noticed the discussion of thermostatic systems 
in Closed Loop (4), which seemed to end rather inconclusively. Further 
thought about thermostats led me to notice that they not only provide 
a convenient illustration of a control system (I’ve used them repeat-
edly for this purpose), but also can provide a tie-in illustration of a 
hierarchical structure of systems, couched in terms familiar to most 
people these days. As I developed these relationships, I found that I 
was using some familiar words that are usually taken for granted but 
could well have their basic defi nitions clarifi ed—especially from the 
hierarchical-structure standpoint.

I selected thermostatic systems because they are familiar to many 
people, and because they include the basic elements of negative-feed-
back control systems. That is, they include: 1. a means for detecting 
a variable; 2. a means for aff ecting that same variable; 3. a means for 
subtracting the magnitude of that variable from some “preset” value, 
with a resulting positive diff erence acting to produce a positive output 
from the second “means.” This is the usual combination of compo-
nents composing a negative-feedback control system. Such a system 
need not have a continuous output to achieve its result. It is interesting 
to observe that “continuity” is, in part, a matt er of “viewpoint.” Thus, 
if a thermostatic system is observed over a period of several hours, its 
control approximates continuity.

The thermostatic system is a “one-way” system, as usually present-
ed with a furnace, etc. That is only one of several limitations it suff ers. 
Another “one-way” system is a living muscle fi ber! It can only pull, 
not push.

The thermostatic system can also be used to illustrate other aspects 
of control systems—and other forms of control system. Before thermo-
static systems were developed, people kept warm in the winter. My 
father had a coal-fi red furnace that had a damper that adjusted its op-
eration. Too cold, open the damper; too warm, close the damper. And 
it was a fairly continuous operation.

Bill Powers: Welcome, Bob. You’re right that the discussion of con-
trol-system engineering would have benefi ted from speaking about 
the levels, but the main problem as I saw it was trying to get a control-
system engineer to see that his diagram and the PCT-type diagram 
are really the same. Obviously, my att empt didn’t work. Our friend 
eventually signed off  the net, wishing us luck but saying that as an en-
gineer he simply had to think of controlled variables as outputs. Sound 
familiar to you?

Bob and I developed the basic control-system model in the years 
from 1953 to 1960. I have never properly acknowledged his part in this 
development, which was major.

I spent a couple of years trying to fi nd a hierarchy of perceptions writ-
ten as words, and layers of words, and dependency and inclusiveness 
relationships among words. Bob knows all about this: he went through 
it with me, putt ing as much energy and ingenuity into it as I did (Two 
Years Before the Blackboard—remember, Bob?). It was Bob who fi nally 
characterized what we were doing as “castle building”—building hy-
pothetical dream-castles in the air, out of words. The insight that put an 
end to this futile project came out of the air between Bob and me: it was 
not the words we should be looking at, but the perceptions to which 
they point, which are not words. Control systems control perceptions, 
not the names of perceptions (unless one is specifi cally controlling for 
the construction of sentences and so on). And even a word is a nonver-
bal perception, in the fi nal analysis. It is just a signal, distinguishable 
from other signals but having no inherent meaningfulness or special 
properties that other perceptions don’t have.

This is what fi nally put us on the track of the hierarchy. The relation-
ships and typings we were looking for were not to be found in the 
words we used, but only through looking at words as pointers and 
trying very, very hard to become conscious of the experiences, the non-
verbal experiences, to which the words referred. Bob and I were both 
highly verbal people, used to communicating in words and prett y good 
at it, so this was a very diffi  cult and drawn-out exercise. It required 
wrenching apart the words from their meanings, so that the meanings 
could be apprehended alone, without the words. I don’t think either of 
us really understood at fi rst what it was that we were trying to do. But 
when we came up with a “level,” it was a nonverbal level for certain. 
Since then, I have seen that what we then took to be unitary levels 
merged types of perceptions we had not yet distinguished from each 
other. I think Bob considers my 11 levels too many; I suspect they are 
too few. But that’s another subject. The central point is that separating 
words from meanings is no easy task and carries no assurance of being 
right in any fi nal sense, but it is the essential kind of thing that must be 
done even to know what is meant, in PCT, by the term “perception.” 
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Where was the control system? Clearly, the situation was livable, al-
though not as convenient as one might like. Obviously, there was a 
control system in operation, where the temperature (where?) was the 
controlled variable, even though the control was accomplished by ad-
justing the rate of heating.

But where was the control system? Without a person, the tempera-
ture was not controlled—but also, without a damper and a fi re box, the 
temperature was not controlled. Some person decided whether action 
was needed, and in which direction. He/she then used his/her (lower-
order) muscle systems to aff ect his/her environment according to his/ 
her understanding of that environment.

What about “his/her environment”? This usually refers, perhaps 
vaguely, to the physical surroundings outside his/her skin. But some-
one else might have been available and have been asked to “open the 
damper” or “turn up the furnace.”

Then where was the control system? A person could “do it himself or 
herself” or “ask someone else.” Having made his/her decision, he/she 
used his/her lower-order systems to get his/her desired result. Were 
there two (or more?) levels of control involved, the “other person” and 
the “furnace”? Thermostatic systems now take the place of the “other 
person,” and they are much more effi  cient and convenient.

For those who are familiar with thermostats, most of this is unneces-
sary. But what about those whose environment does not include under-
standing of control systems? You must have seen people turn the sett ing 
up higher and higher when the room doesn’t warm up fast enough. 
The furnace was already at full speed, so raising the sett ing had no im-
mediate eff ect. Later, however, the room was too warm, and the sett ing 
was reduced. This is “over-control”—the system is oscillating!

Notice the importance of the time scale of the person versus the “re-
sponse time” of the system.

This illustrates the diff erence between regarding the assembly of 
parts as a control system rather than simply as a group of connected 
parts. Such a diff erence in viewpoint can result in a diff erence in behav-
ior. Oft en these diff erences have litt le eff ect, but sometimes they are 
very important!

Both viewpoints are valid and result in the same mathematical repre-
sentation. However, one is more useful for using the system, the other 
for modifying the system.

Several words have been italicized above: decides, understanding, en-
vironment, choice, decision, viewpoint, time. These words and their as-
sociated concepts are used routinely and seem to be readily accepted. 
However, each of them is very important and merits closer examina-
tion.

And how does each relate to a hierarchy of control systems?

Let us turn to the simplest description of a control system: the “logi-
cal box.” This is a “black box” without the paint. The box can take 
many forms, but careful examination reveals that it has four unique 
connections between the world outside the box and whatever is within 
the box:

Number 1 is normally taken for granted. It is the cord that plugs 
into the wall outlet. When unplugged, the box is inert; it responds in 
no way to any kind of treatment—or mistreatment. The box requires 
some source of energy. It can be outside the box or inside the box. It is 
essential.

Number 2: This connection, when “disturbed,” does nothing. 
However, it is observed that Number 4 changes its condition in a man-
ner related to the disturbance of Number 2. The nature of the relevant 
disturbance at Number 2 (temperature, pressure, voltage, radiation, 
etc.) might be hard to determine. Likewise, the nature of the related 
changes in number 4 might be hard to identify.

Number 3: This connection similarly aff ects Number 4 and can re-
spond to a disturbance diff erent from the one aff ecting Number 2.

Number 4: As long as the box retains its energy source and both 
Number 2 and Number 3 remain constant, this connection (Number 
4) is very diffi  cult to disturb—perhaps impossible to disturb, short of 
destruction of the box.

As described, this box is not a control system. It does nothing until 
some specifi c disturbance is applied to either Number 2, or Number 3, 
or both. However, if some connection is provided in the environment of 
the box, such that the operation of Number 4 serves to reduce the dis-
turbance of Number 2, then we have a control system acting to control 
(or at least tend to control) the disturbance of Number 2. In this case, 
we fi nd that the same disturbance applied to Number 3 results in a cor-
responding change in Number 4, such that the disturbance of Number 
2 is (very nearly) the same as that applied to Number 3. Of course, by 
suitable modifi cation of the environment, the operations of Number 2 
and Number 3 could be interchanged or otherwise modifi ed.

This stylized and abstract description is consistent with the usual 
descriptions of negative-feedback control systems. It is presented here 
to emphasize that such a system is defi ned exclusively in terms of its input 
and output characteristics as it interacts with its environment. In addi-
tion, to act as a control system, it must respond to another input, serv-
ing as a reference signal, originating outside the system. Note that this 
says nothing about the nature of any of these three connections or the 
environment, nor about how they might be interconnected inside the 
box.

This box acts (“behaves”) by controlling its perception, which con-
sists of the disturbance to which it responds and controls.
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The Test for the Controlled Variable applies directly to the box.
As presented here, some important items are italicized. These will be 

clarifi ed later by discussion of their relations and implications in terms 
of the concept of a hierarchical structure of negative-feedback control 
systems.

Bill Powers: Bob, in your generalized four-port black box, rather than 
defi ning input 2 as aff ected only by a disturbance, I recommend saying 
that it is aff ected by the state of some external variable, so the output 
of port 4 depends on the state of the variable at port 2. Now we can 
distinguish the case in which there is an external link from port 4 to 
the variable at port 2 from the case in which there is a link from an 
independent variable to the variable at port 2. This also lets you defi ne 
a “disturbance that doesn’t disturb”—the independent variable might 
or might not aff ect the state of the variable at port 2, because the output 
from port 4 could change enough to cancel the eff ect the independent 
variable would have when acting alone. So you can distinguish the 
existence of a physical causal link from the kind of eff ect obtained by 
varying the cause.

Bob Clark: Bill, regarding the four-port black box, of course one can 
describe the situation in terms of its being “aff ected by the state of 
some external variable.” However, if one is curious about some par-
ticular box, it must be intentionally “disturbed” if one is to discover 
the nature of one (or more) external variables it might be controlling. 
While discussion in terms of “states of variables” is certainly possible, 
I fi nd a more experimental approach more useful. I also think some 
people are unfamiliar with the word “state” in this sense.

You suggest a diff erence between the case where there is an external 
link between terminals 4 and 2 and the case where an independent 
variable is applied to terminal 2. The experimenter, being outside the 
box, can observe any external connections. And any disturbance from 
the experimenter is (really, by defi nition) an “independent variable.”

I am intrigued by the question of the boundary between the box and 
its environment. To the experimenter, it is quite clear. The environ-
ment includes everything except what is inside the box. But what does 
the box perceive? Its behavior is the control of its perception. But what 
does it perceive? Only the disturbances of those connections that cross 
the walls of the box. And its output actions refl ect the diff erences be-
tween disturbances aff ecting terminals 2 and 3. In addition, some kind 
of connection must exist outside the box, not perceptible by the box, 
but observable by the experimenter. If these relations are not found, 
the box does not act as a negative-feedback control system.

These considerations seem to me to be applicable to many nonliv-

ing systems, and the use of nonliving systems as extensions of human 
systems is impressive.

Since I have been out of touch for over 25 years, much has been done 
that I’ve not seen. I have Bill’s important book Behavior: The Control of 
Perception, Introduction to Modern Psychology: The Control-Theory View, 
and the collection of Bill’s papers. Reading between the lines of some 
of the posts on the net, I get the impression that certain key concepts 
need examination.

I have been feeling the need for revisions and additions to the origi-
nal hierarchical structure for some time. As I remember it, we expected 
the early publications (by Powers, Clark, McFarland, and others) to 
lead to further developments and modifi cations. Bill further elabo-
rated and presented those concepts. It is my impression that Bill did 
not, and does not now, consider Behavior: The Control of Perception to be 
complete and fi nal. However, there seems to have been litt le discus-
sion of possible changes in the original hierarchy. Rather, there seems 
to have been discussion of various interesting and important applica-
tions and related ideas.

Here, I am summarizing some of the ideas that have interested me 
over the years. Many of these points can and should be developed 
and, perhaps, modifi ed. Certainly, I consider all of them open to re-
view and discussion. I recognize that they are based on—and limited 
by—my own experiences and conclusions. To me, much of this mate-
rial is self-evident. My purpose here is to organize these observations 
and relate them to the basic concepts of hierarchical control systems, 
making them available to others for further development. I hope that 
these ideas and approaches will be found intriguing, leading, in turn, 
to further modifi cations, elaborations—and alternatives!

I am minimizing explanations so as to emphasize the overall struc-
ture, viewpoints, and modifi cations of the hierarchy suggested here.

I begin with a Decision Making Entity (DME). This concept seems to 
have been overlooked, except for an implied inclusion in the “reorga-
nizing function.” That function, so far as I know, has never been ana-
lyzed in terms of its structure, capabilities, limitations, and relation to 
the hierarchy. Rather, “under what conditions” and “how to improve 
results” have been studied. These are important, of course, but where 
and how these activities occur and how they relate to a hierarchical 
control system are the subjects of this presentation.

Making decisions is an everyday occurrence for most of us. Most are 
routine (“Do you want cheese on your hamburger?” “What’s the best 
way to Chicago?”), but some involve complex analysis (“How do I get 
funds for this project?” “Who will be willing to act as editor?”) and can 
reveal unexpected confl icts. “Who,” or “what,” makes decisions and 
“where” they are made have received litt le or no att ention.
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It is tempting to identify this Entity as the “self” or the “ego,” or by a 
similar label. However, such terms tend to include additional concepts 
such as “personality,” “character,” and other aspects of the individu-
al. They might include guidelines commonly used by the individual 
in making his decisions. These anthropomorphic concepts tend to be 
derived from previous decisions leading to conclusions and assump-
tions used as the basis of decisions and actions. These are important, of 
course, but are excluded from the concept of the DME.

The Decision Making Entity, as here understood, can act without be-
ing bound by past decisions. It frequently uses them because they are 
readily available and alternatives may be overlooked. It has the ability 
to be arbitrary. It can change past decisions if they are accessible to the 
DME. Access can be limited by a combination of previous decisions. 
Consistency among decisions is not intrinsic. It is capable of contradic-
tory actions!

Defi nition of the DME: The Decision Making Entity is defi ned in terms 
of its connections (inputs and outputs) and its capabilities.

Connections available: Input A, information about the current condition 
of physiological systems, including (a) information about the operating 
condition of the organism, and (b) information about conditions out-
side the organism. Input B, information about past events—memories, 
recordings, whatever. This includes both verbal and nonverbal events. 
The distinguishing feature of this connection is that the information 
is all from past time, although “past” can be very close to “present.” 
These events can range from the remembered mosquito bite to the re-
membered discussion of “Real Reality,” and so forth. Reference Levels 
C, information specifying the acceptable operating condition of the or-
ganism, A(a). These are the “intrinsic levels” of other net discussions. 
Outputs D, information acting throughout the hierarchy. Usually, but 
not necessarily, outputs act by selecting inputs to the higher-order lev-
els of the hierarchy, leaving the details to the remaining lower-order 
structures. These outputs can be considered from two diff erent view-
points: as outputs from the DME, and as inputs to the many parts of the 
hierarchy. Thus, they act as reference levels throughout the hierarchy.

Capabilities: Directing att ention, including (a) selecting the informa-
tion, Input A, to be controlled; (b) selecting information from past 
events, Input B, for comparison with the current situation; (c) com-
parison of the current and projected (“anticipated”) situations with ac-
ceptable magnitudes of the variables selected for control—especially 
intrinsic variables, C, when they are relevant. Everyday situations 
usually do not directly involve intrinsic variables. Decision making, 
including (a) selecting outputs (D) to be used by the DME as reference 
levels for the hierarchy; (b) activating the selected outputs for control-
ling the selected systems.

8

Conditions required: In order to direct its att ention and make its deci-
sions, the organism must be conscious. Unconscious means that the 
DME is unable to receive information from its inputs. However, the 
remainder of the systems can be functional, operating on the basis of 
the most recent sett ings of their reference levels. There are several in-
teresting situations that can occur: sleep, coma, paralysis, trauma, etc. 
These, and others, are worth separate discussion.

These connections defi ne a negative-feedback control system. The 
stated capabilities are unique to the DME and critical to its operation.

In this view, the feedback signals include two categories of informa-
tion: A(a) about the current operating condition of the physiological 
systems, and A(b), about the surrounding environment. These signals 
are compared to levels selected from memory, B, and applied as inputs 
to the hierarchy. In addition, the fi rst group, A(a), is compared with the 
intrinsic reference levels, C, for possible action. The output function 
consists of the entire hierarchy, D.

The DME is able to direct att ention to any group, subgroup, or com-
bination of available memories and compare the projected results with 
any other combination of available memories, as well as with any re-
lated intrinsic levels. It is able to combine selected memories for ap-
plication as reference levels throughout the hierarchy, as required for 
the selected action. The entire set of feedback signals available to the 
DME is the set of perceptions, controlled by behavior, as discussed by Bill 
in Behavior: The Control of Perception.

Each of the following contrasting views is useful—”correct,” if you 
please depending on what your purposes might be.

First, the DME’s view of the world—a stimulus-response (S-R) view. 
The DME looks “down” its hierarchy for ways to maintain and im-
prove its well-being. The DME acts, like any control system, when it 
detects a diff erence between current perceptions and reference percep-
tions. It examines available alternatives, based on current data com-
bined with projected results of alternative actions. It selects and then 
applies its selections as reference levels where needed throughout the 
hierarchy. The DME has no need to “know” anything about the details 
of the control systems it is using. It merely applies its output signal(s) 
where needed, and the systems respond. This applies not only within 
the organism, but equally to using other individuals or groups of in-
dividuals as means to accomplish the selected results. This can be as 
simple as making requests or giving orders—if the others have already 
internally decided to accept and act on such requests/orders. The DME 
acts like an individual trying to maintain and improve his/her circum-
stances.

Second, the hierarchical control system’s view of the world. Viewing the 
world in terms of hierarchies of control systems covers an amazing 
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range of observations and leads to additional study and analysis. The 
concept of higher-order control of lower-order systems through sett ing 
their reference levels is particularly simple and useful. In this view, 
“behavior” consists of counteracting, or opposing, any disturbance of 
its controlled variables. That is, it consists of detecting a diff erence be-
tween current perceptions and reference perceptions. A disturbance, 
uncontrolled at one level, tends to result in disturbance at a higher 
level. However, this structure has no way to change its reference lev-
el—nor does it have a way to change its organization. Its memories 
are retained in the form of established structures and fi xed reference 
levels. It cannot examine memories with a view to selecting alternative 
ways to achieve its control. Its high-order reference levels are based on 
“remembered” events, but there is no way to “project” or “anticipate” 
alternatives for possible application to a given situation.

This problem arose in our early discussions as we sought to defi ne 
higher levels. How can the changing behavior of an individual be de-
scribed when he or she is blocked? Analysis working upward through 
the lower orders assumed (implicitly) a set of fi xed reference levels, 
especially at the higher levels.

How could these be changed? How could the system be “reorga-
nized”? An ad hoc “reorganizing system” was proposed. Without ac-
tually being stated, its defi nition amounted to “whatever is needed in 
order obtain these results.” Bill has discussed this concept in several 
places, but it seems to me to be incomplete. I am familiar with this 
view, since I was deeply involved in the early developments leading 
ultimately to Behavior: The Control of Perception, as well as to papers and 
discussions among others. In my own life, I have found and continue 
to fi nd this viewpoint very useful in many ways. But it is not the only 
view that I fi nd useful.

In fact, what seems to be needed is the DME as suggested here. I fi nd 
that combining the DME approach with the hierarchical view provides 
some additional answers and leads to some revisions of the hierarchy.

The overall objective is control of perception, as genetically required. 
A hierarchy of control systems is the means to that end. In the follow-
ing suggestions, the guiding concept of the hierarchy, “higher-order 
goals are accomplished through sett ing reference levels for lower or-
ders,” is retained.

I. Zero Order—Intrinsic Systems. These are the physiological systems 
underlying the Decision Making Entity. They include all systems pro-
viding neural inputs directly to the DME. They report the operating 
condition of the organism for comparison with intrinsic levels for con-
trol action through the hierarchy. Some of these systems might, them-
selves, be feedback control systems (I have in mind some of the hor-
monal systems), but they are controlled only indirectly through the 

hierarchy. Zero Order systems also include direct neural signals rep-
resenting the conditions of the external environment—typically, the 
usual fi ve senses.

II. First Order. Control of individual muscles (or muscle fi bers, if you 
prefer). This remains essentially the same as the original First Order. 
The signals, of course, are neural intensities serving as feedback sig-
nals derived from the tensions of the individual muscles. Bill (Behavior: 
The Control of Perception, pp. 82 ff .) discusses this in depth from sev-
eral standpoints. From the DME’s view, this Order controls individual 
muscles. It is a “follower” system—it simply reproduces (within its 
capabilities) the reference signal(s) provided.

III. Second Order. Control of “confi gurations.” At this level, they 
are considered “static,” that is, temporal variables are unspecifi ed. 
Combinations of muscle systems are typical examples, but this Order 
need not be limited to muscle systems. Our original concept, elabo-
rated by Bill (Behavior: The Control of Perception, pp. 99 ff .) “Second 
Order, Sensations” appears to combine parts of “Zero Order” and 
“First Order” as presented here. In the present treatment, Second 
Order is prett y much the same as Bill’s “Third Order, Confi guration 
Control” (Behavior: The Control of Perception, pp. 115 ff .). Muscle sys-
tems are convenient and typical examples. Bill includes the perception 
of “objects” within this category (Behavior: The Control of Perception, pp. 
125 ff .). He notes the “invariance” of combinations of sensations that 
can be perceived as “objects.” “Invariance” implies, at the minimum, 
some degree of short-term memory to provide continuity—invariance. 
From the DME’s view, this Order does not include control of objects. In 
general, each confi guration would be multidimensional, expressible in 
vector or matrix terms if desired. As output systems controlled by the 
DME, these are “follower” systems like First Order systems.

IV. Third Order. Control of sequence. Bill (Behavior: The Control of 
Perception, Chapter 11) assigns this to Fift h Order, much as we did 
originally. Bill places a Fourth Order, “transitions,” ahead of his Fift h 
Order. In the present treatment, Third Order controls the sequence of 
Second Order, static confi gurations, much like the frames of a movie. 
The frames could be rearranged by the DME by means of Third Order 
systems. Of course, there are intrinsic limitations, but the concept re-
mains. These are also “follower” systems.

V. Fourth Order. Control of temporal variables. As I recall our discus-
sions, these variables were never made explicit. They seem to have 
been included within sequences, although no direct statement was 
made to that eff ect. Bill (Behavior: The Control of Perception, Chapters 
10 and 11) seems to include these variables implicitly without recog-
nizing them. His concept of “transitions” also seems to include tem-
poral Variables implicitly. Here, “temporal variables” refers to such 
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items as “fast,” “slow,” “tempo,” “frequency” (of oscillations), and the 
like. For example, the DME can apply the same tempo to a variety of 
situations—it appears to be an independent parameter of systems in 
action. The importance of these variables seems to be generally taken 
for granted—but otherwise ignored. I have found it very useful to pay 
att ention to, and control, this Order of variables.

VI. Fift h Order. Control of—and selection of—skills. Typically, muscle 
skills. Skills consist of temporal sequences of confi guration produced 
by combinations of muscle tensions. Control of variables of speed, 
tempo, and other temporal variables is important. This Order concerns 
individual motor skills. This is also where the perception of “objects” 
belongs. The world and its contents are treated as a multiplicity of 
inanimate objects. For example, bowling requires a ball and an alley, 
while using a sequence of positions performed with selected timing. 
Simpler skills include walking, running, etc. These are motor skills 
where nothing is needed but the physical equipment and the DME’s 
decision. This is a general characteristic of Fift h Order systems.

VII. Sixth Order. Control of interpersonal relationships. This Order 
recognizes the diff erences between inanimate objects and indepen-
dent active entities. This includes animals and, especially, people. The 
DME seeks its objectives through controlling these independent enti-
ties. Oft en, it acts as though they were stimulus-response systems. This 
frequently works, since many of these otherwise independent entities 
have decided to accept suggestions and requests as commands. When 
it doesn’t work, the DME seeks alternative methods to reach its goals.

Control of communication could be considered for designating Sixth 
Order. However, this would focus on the skills used, Fift h Order, rath-
er than the goals of Sixth Order. Communication is essential to the 
control of interpersonal relationships. Without some form of commu-
nication, other individuals are treated as inanimate objects.

Study of the content of communications, whether nonverbal or ver-
bal, can help clarify the Orders of the hierarchy as well as perceptions 
of the DME. Topics discussed by people in everyday conversation and 
items published in the media are useful for this purpose.

Modes of Sixth Order. The topics communicated can be grouped ac-
cording to the levels of the hierarchy:

Zero Mode of Sixth Order. Illness and similar topics are very com-
mon. People oft en have litt le knowledge of their own anatomy and 
physical structure. But they talk about it a great deal.

First Mode of Sixth Order. Aside from reports of sore muscles, there 
seems to be litt le direct discussion of muscle systems.

Second Mode of Sixth Order. Confi gurations appear as comments on 
“posture,” positions needed for various skills, and the like.

Third Mode of Sixth Order. Here is discussion of the sequences of 

confi guration needed to obtain desired results. This includes sequenc-
es of positions forming movements required for a skill.

Fourth Mode of Sixth Order. Variables of tempo, rhythm, etc. Aside 
from discussions of sports events, musical concerts, and the like, these 
variables seem to receive litt le explicit att ention.

Fift h Mode of Sixth Order. Much att ention is directed to all sorts 
of muscle skills. Generally, several lower-order considerations are 
discussed, although not always explicitly. “How-to” books are very 
popular, usually involving most of First through Fift h Modes of Sixth 
Order. This Mode includes all concepts of the nature of the physical 
world. Math and theoretical analysis are also here. Everyday discus-
sions commonly show very litt le understanding of present day physi-
cal science, math, and experimental methods. Well-known errors in 
logic are commonly accepted as valid.

Sixth Mode of Sixth Order. This Mode concerns methods and topics 
of communication among individuals and groups. Discussion of these 
topics, of course, uses the lower Modes as needed. Illustration from 
personal experiences are frequent (Third, Fourth, and Fift h Modes). 
Reports of activities of public and private individuals and organizations 
are common. Examples, analogies and similes are used very frequent-
ly. Public speaking and teaching skills and methods lie in this Mode. 
Rules and regulations used to establish acceptable performance appear 
here. Games, organizations, social customs (“social controls”), laws, 
police, etc. are within Sixth Mode of Sixth Order. As Fift h Mode does 
for the Physical World, this Mode includes all theories of behavior—
whether magical, mystical, intuitive, or scientifi c, whatever that means! 
Everyday routine communications refl ect the concepts of popular be-
havioral theories. Perceptual Control Theory also is in this Mode.

Seventh Mode of Sixth Order. This Mode concerns control of one’s 
own behavior to accomplish higher-order objectives. It uses the con-
cepts and methods of Sixth and Lower Orders for these purposes. 
Although there is relatively litt le discussion of these subjects, it does 
occur. This Mode has a corresponding Seventh Order of control.

VIII. Seventh Order. Self image and DME. Self image includes all 
aspects of the individual’s capabilities and organization. To examine 
one’s self image requires review of one’s remembered actions and in-
teractions as they relate to one’s view of individual behavior. This re-
view would tend to include, but perhaps not “require,” extrapolation 
to possible future situations and events. Such imagined results can be 
compared to objectives at all levels, with underlying emphasis on in-
trinsic levels.

This discussion leaves a great many questions unanswered, and 
equally many fascinating subjects for investigation. I hope that this 
condensed outline and analysis will be found useful.



1514

Greg Williams: Bob says: “The DME is able to direct att ention to any 
group, subgroup, or combination of available memories and compare 
the projected results with any other combination of available memo-
ries, as well as with any related intrinsic levels.” Why might the DME 
direct att ention to certain memories, rather than others, at some par-
ticular time? Bob, do you have a theory of att ention “selection” other 
than the broad viewpoint that the DME tries to “improve its well-be-
ing”? Is there some calculus for tradeoff s among various possible ways 
to “improve” (more or less)?

It seems to me that your proposal would require the DME to run 
“imagination connection” trials on the alternative actions at a particular 
time to “examine” and “select” some of them for actual performance. 
Maybe the DME wouldn’t need to “know” details about the parts of 
the hierarchy which would then actually be used, but it appears that it 
would have to be able to “see” the results of such use “in imagination,” 
prior to actual performance, in order to have a basis for decision mak-
ing. Or do you have diff erent notions about how the selection process 
occurs? I’m trying to understand the basics of your model at this point; 
perhaps I’m headed in the wrong direction. Please clarify.

It appears to me that the DME is basically directed (not completely 
random) reorganization. Is that a fair characterization? In the past, 
I’ve been att racted to the idea that there are both random and directed 
types of reorganization possible in humans—the former can get you 
to a solution (eventually, usually) when the latt er has no clue on how 
to direct, but when it works, the latt er is usually quicker. The problem 
has been in fi guring out a working model for directing—hence, my 
questions above. Fleshing out the mechanism(s?) of your DME’s deci-
sion making would be very helpful.

Rick Marken: Bob proposes an addition to the Hierarchical Perceptual 
Control Theory (HPCT) model: a Decision Making Entity (DME). I 
don’t know what data motivate the addition of a DME, but perhaps it 
has to do with Bob’s claim that “Making decisions is an everyday occur-
rence for most of us.... ‘Who,’ or ‘what,’ makes decisions and ‘where’ 
they are made have received litt le or no att ention.”

I prefer to look at decisions as the conscious results of confl ict. So 
the cause of decision making is already a part of the model. So is the 
means of dealing with confl ict: reorganization. We fl ip a coin and do 
one thing (produce one perception), and we tolerate the error result-
ing from not doing the other (producing the other perception). A bett er 
way to solve such confl icts is to “go up a level,” one of the great thera-
peutic experiences (speaking subjectively) one can have, and a sure 
cure for the everyday confl icts (decisions) that are the natural result of 
never achieving a perfectly organized control hierarchy.

The study of decision making has been popular in conventional psy-
chology because it is an inherently statistical phenomenon. If you off er 
people choices between almost equally att ractive perceptions, coin-
fl ipping (statistics) is the only approach (if you don’t go up a level and 
see the choice itself as arbitrary; but if you did that, you would be 
kicked out of the experiment). There might be something interesting 
to be learned about hierarchical control and reorganization through 
the study of decision making (confl ict). But I think we must have very 
good models of the “elements” of decision making—confl ict, in partic-
ular—before we can make a coherent stab at decision making (which, 
as I said, is probably reorganization—of the conscious variety—to set-
tle, not necessarily resolve, a confl ict).

I think that I could get a bett er grasp of Bob’s DME proposal if he 
(or anyone) could propose some experimental tests for evaluating this 
addition to HPCT.

Bill Powers: Bob, you say: “It is my impression that Bill did not, and 
does not now, consider Behavior: The Control of Perception to be com-
plete and fi nal.” Right you are. You go on to say that “there seems to 
have been litt le discussion of possible changes in the original hierarchy. 
Rather, there seems to have been discussion of various interesting and 
important applications and related ideas.” I’m glad to see you open-
ing up the discussion. ‘The” hierarchy is a fi gment of my imagination, 
building on our imagination. For most of the levels I’ve proposed, the 
only backing for the specifi c defi nitions is anecdotal and subjective. As 
far as I’m concerned, these or any other levels won’t be “facts” until we 
have put them to experimental test.

I’ve always felt that defi ning the levels scientifi cally is a large project 
which should begin by experimentally verifying that people can con-
trol variables of many diff erent kinds—anything anyone can think of, 
without regard to levels. Even the most obvious variables should be 
put formally to The Test, just so we can write down the parameters of 
control and say that we have in fact observed such-and-such a variable 
to be under control by a human being. This would be a beautiful thesis, 
or series of them. On the other hand, maybe it should be the kind of 
project to which all control theorists contribute, the way astronomers 
put in some duty-time measuring double star angles and separations 
(the three well-spaced observations required to determine the orbital 
elements, needing, in many cases, 1000 years to complete).

Once we have a base of hundreds of certifi ed controlled variables, 
we can begin to try to put them into order. If there really is a hierarchy, 
the variables will fall into classes, and the classes will be related in a 
hierarchical way. That is, in order to control a variable of one level, it 
will be necessary to vary a controlled variable of a lower level. And of 
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course the only way to vary a controlled variable arbitrarily is to alter 
the reference signal for the system that’s controlling it. Showing that 
this is the case leads to a new series of experiments.

When this project is done, will become a science. We will have 
advanced from Galileo to Newton.

In the meantime, of course, we can argue. But without experimenta-
tion, arguments are just a pastime.

I agree with Rick Marken about decisions: they represent confl icts. 
Unless there were at least two competing goals to satisfy, there would 
be no need to make a decision. You would just do whatever is required 
to achieve the single goal. More commonly, there are multiple goals 
involved in behavior, but we have learned to organize our actions (as a 
result, largely, of resolving confl icts in the past) so that all of the goals 
can be satisfi ed at once. When that is the case, again no decisions are 
needed.

At the level I call “programs,” symbol-handling processes occur 
which I characterize as a network of choice-points. There are tests for 
conditions, with the choice of a branch being determined by a rule 
applied to the results of the tests. The term “choice” seems to imply a 
decision, but in fact there are no decisions at this level either. The con-
ditions encountered at each choice-point, plus the rules, completely 
determine the path to be followed next. Only when there is ambiguity 
or when the rule is self-contradictory (calling for more than one mutu-
ally exclusive path to be followed) is anything like a decision required. 
If you have an algorithm for making decisions, you don’t have to de-
cide anything!

Note that operations occurring between choice-points are sequences, 
lists of reference levels to be brought about in order. Sequences are the 
next level below programs. Programs are concerned only with apply-
ing rules to select branches, as I use the term here. They involve “fl ow 
control,” as they say in programming manuals. The parts of computer 
programs that consist only of one instruction following another belong 
at the sequence level here, not the program level.

If we eliminate programs—the execution of algorithms for choosing 
paths—from decision-making, what is left ? As far as I can see, only 
the cases in which for some reason we wish to do two contradictory 
things at once. At that point, we must reorganize or simply suff er the 
paralysis of confl ict.

Bob, I think that you and I agree on this, at least to an important 
extent. You say: “The Decision Making Entity, as here understood, can 
act without being bound by past decisions. It frequently uses them 
because they are readily available and alternatives may be overlooked. 
It has the ability to be arbitrary.” This arbitrariness has the fl avor of 
reorganization. But so far, at least, I have not considered systematic re-

organization. Anything that could be called systematic, it seems to me, 
belongs in the already organized hierarchy. At the level of logic, sys-
tematic consideration of previous choices and possible alternatives is 
an algorithm. As such, it can be reduced to rules governing selection of 
paths connecting sequences or lists of behaviors, where by behaviors, 
I mean controlled perceptions of the consequences of acting. When we 
remove all algorithms by putt ing them into the program level of the 
hierarchy, all that is left  of decision making is the arbitrary part: mak-
ing a change for no reason.

You basically say that the DME receives perceptions either from 
lower systems that are in the normal mode, receiving information that 
comes ultimately from interoceptive or exteroceptive sensors, or from 
lower systems that are in the imagination mode, deriving their percep-
tual signals from memory. Then you speak of “Reference Levels C, infor-
mation specifying the acceptable operating condition of the organism, 
A(a). These are the “Intrinsic Levels” of other net discussions.” This 
makes the DME look even more like the reorganizing system, with 
reference signals specifi ed genetically. You also speak of “Outputs D, 
information acting throughout the hierarchy.” This is typical of the re-
organizing system as I perceive it. However, I think that your DME 
includes both learned hierarchical systems and the unlearned system 
that I call the reorganizing system. When a “decision” is reached, it 
must entail some sort of action, and to create any systematic action, a 
higher-level system must adjust reference signals for lower-level sys-
tems. Furthermore, since nature never trusts an organism’s output to 
do what it is supposed to do, the consequences of the action must be 
perceived by the level issuing the reference signals, so that the refer-
ence signals can be varied until the perceived result is the intended 
one. If this control process takes place in an organized way, it must be 
due to a learned system.

In my concept of the reorganizing system, I have extracted the ar-
bitrary non-systematic kind of action from the hierarchy as a whole 
and given it a separate existence of its own as a built-in aspect of the 
organism that functions from the beginning of life. We used to call this 
the Negentropy System. I gave up the word because it implies things I 
don’t believe. I now just call it the reorganizing system.

Regarding capabilities, I will accept as part of the reorganizing sys-
tem the direction of att ention. The rest I have incorporated into the hier-
archy itself. I am not sure what att ention is for. We need to do some ex-
periments to fi nd out. The comparison of current and projected magni-
tudes of variables with acceptable magnitudes is simply the operation 
of any control system at any level (“projected” magnitudes require the 
imagination connection). That kind of operation is adequately handled 
by the “canonical” control-system diagram and, when intrinsic vari-
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ables are not involved, is simply the operation of the learned hierarchy 
of control systems. I allocate intrinsic variables and intrinsic reference 
signals strictly to the reorganizing system, whose actions are arbitrary 
and random and serve to alter connections and weights in the learned 
hierarchy. That is how the learned hierarchy becomes organized.

With regard to your “Decision making, including (a) selecting out-
puts (D) to be used by the DME as reference levels for the hierarchy; (b) 
activating the selected outputs for controlling the selected systems,” I 
handle all of this in the higher levels of the hierarchy, but I leave deci-
sion making (as an arbitrary process) out of it.

You say: “Conditions required: In order to direct its att ention and make 
its decisions, the organism must be conscious. Unconscious means that 
the DME is unable to receive information from its inputs. However, 
the remainder of the systems can be functional, operating on the basis 
of the most recent sett ings of their reference levels. There are several 
interesting situations that can occur: sleep, coma, paralysis, trauma, 
etc. These, and others, are worth separate discussion.” I have formed 
a similar idea of consciousness (beginning with our discussions of 35 
years ago). However, I begin with awareness (which I think you in-
clude). Awareness is the capacity of the reorganizing system to receive 
information, regardless of its kind. I have proposed that when aware-
ness is receiving information selectively from a portion of the hierarchy, 
the result is what we call consciousness. This allows us to distinguish 
between one phenomenon that remains the same no matt er where it 
is applied—awareness—and another that changes its form depending 
on the source of perceptual signals received in awareness—conscious-
ness. Consciousness always takes on the character of the control sys-
tems to which awareness is connected.

Thus an apparent rule that seems to fi t experience: you cannot be 
conscious of systems that are in the conscious mode. Instead, you are 
conscious of the lower-order world of perceptions received by those 
systems, and you experience those perceptions with the conscious in-
terpretation typical of the level (or levels) at which awareness is con-
nected. This interpretation appears to be an objective property of the 
world.

Any system in the hierarchy can operate in the conscious or uncon-
scious mode. In the conscious mode only, it is subject to reorganization.

Implied by this model is the possibility that awareness can be selec-
tively connected to particular levels in the hierarchy. When that is the 
case, you experience the world consciously as that level perceives it, 
but you are unaware of applying any interpretation to the perceptions. 
Instead, you see those perceptions simply as part of the world. If you 
are operating in the logic or program level, you see the world as full 
of choice-points and alternatives, with natural rules that defi ne a path 

through the choice-points. On the other hand, if you are operating in 
the relationship level, you see a world in which everything is related in 
some way; you see the constraints that make independent objects and 
events maintain a certain constancy of interaction.

And while you are att ending from the viewpoint of relationships, 
you are not aware of any higher levels of perception and control. They 
are still operating, and if you ask yourself why you are paying att en-
tion to relationships, you will come up with higher-level reference sig-
nals—what you hope to accomplish by att ending to relationships. That 
is, you can oft en “go up a level” and realize that higher-level control 
processes were active all the time, even when not in consciousness. But 
as soon as you do that, you are no longer seeing a world of relation-
ships. The nature of the conscious world changes as you move aware-
ness from level to level.

I think that this proposal is related to your concept of “modes.” 
However, I do not see these modes of consciousness as being modes of 
just one level, your DME. I see them as resulting from awareness mov-
ing from one place in the hierarchy to another. When one is att ending 
to a lower level of perception, higher processes are still operating but 
they are not operating consciously. By your postulate, all modes would 
entail consciousness of the highest-level processes. Maybe you’re right. 
But I think experience argues against this view. At any rate, I think 
your picture is worth trying on for a fi t.

You say: “This problem arose in our early discussions as we sought to 
defi ne higher levels. How can the changing behavior of an individual 
be described when he or she is blocked? Analysis working upward 
through the lower orders assumed (implicitly) a set of fi xed reference 
levels, especially at the higher levels.” This is no longer a problem in 
the hierarchy as I currently conceive it (since 1973). Higher reference 
levels are no longer fi xed, except at the highest level. At intermediate 
levels, lower-order reference signals are varied as needed to provide 
a higher-level system with the perceptions it needs to match its own 
reference signals—which in turn are being varied as required by still-
higher systems. You might ask Rick Marken for his spreadsheet dem-
onstration of this arrangement; it will run on Lotus 1-2-3 or Excel. It 
shows how a three level hierarchy with six systems at each level can 
simultaneously control three levels of perceptual variables, despite 
random disturbances from the environment, and despite considerable 
interaction among the controlled variables at each level.

You ask: “How could these be changed? How could the system be 
‘reorganized’?” They (reference levels) no longer require reorgani-
zation to be changed. Reorganization is now needed only when the 
learned systems are not capable of maintaining intrinsic variables at 
their reference levels (as a byproduct of their actions). Since the model 
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now includes many “intellectual” functions such as classifying, order-
ing, reasoning, application of principles, and control of system con-
cepts, all of which are learned, the reorganizing system does not have 
to carry out any rational processes.

You say: “In fact, what seems to be needed is the DME as suggested 
here. I fi nd that combining the DME approach with the hierarchical 
view provides some additional answers and leads to some revisions 
of the hierarchy.” I think you will fi nd that the levels I have added 
(categories, sequences, programs, principles, and system concepts) 
contain much of what you want to put into the DME. I agree that such 
functions are required. I have simply broken them out into specifi c 
levels of functions, while reserving the arbitrary reorganizing part to a 
separate non-hierarchical system. I don’t say that’s right. It’s just what 
I have done.

I have several arguments with your proposed levels, but will pass 
them up for just one clarifi cation concerning your Fourth Order, tem-
poral variables. For quite a long time aft er we parted, I considered just 
the sequence level in the position where you put it, above confi gura-
tions. Then I realized that there are really two kinds of sequence vari-
ables, one exemplifi ed by the second-hand of a dock, and the other by 
the notes of a melody.

The second-hand of a clock gives rise to a perception of continuing 
angular motion, d/dt(angle). With angle as a confi guration perception, 
the new perception is simply its time derivative. As such, it has a value 
at all times, in present time, which can change in magnitude as the 
angular (or other) velocity increases or decreases.

This is quite diff erent from the temporal progression in the succes-
sive notes of, say, “Taps,” which can be played slowly or more quickly. 
In the case of the melody, there is no simple motion signal, but the 
sense of a specifi cally ordered progression of diff erent sensations, one 
following the other. What matt ers is not so much the speed, but the 
ordering in time—which note follows which.

On realizing this diff erence, I introduced the “transition” level, 
which is basically derivatives (and perhaps derivatives of one variable 
relative to another). This level went just above confi gurations, and is 
where stroboscopic as well as continuous motion or change is per-
ceived. That left  the sequence level to cover just the temporal ordering 
of lower-level variables, including transitions. I called this the “event” 
level, where an event was supposed to be a short familiar temporal 
patt ern of perceptions of transitions, confi gurations, sensations, and 
intensities (you omit intensities).

Only a couple of years ago, Gary Cziko brought up some more ex-
amples of temporal variables in which only the ordering is impor-
tant—in language, for example, the ordering of words. Here the tem-

poral patt ern is not evident, for an ordering is quite independent of 
how long it takes elements to occur and of the spacing between ele-
ments. This struck me as diff erent from an event, in which there is a 
stereotyped unitary patt ern that forms a single package in perception. 
So the sequence level ended up being split once again, the event level 
now meaning only brief “packaged” temporal patt erns recognized as 
single things like the bounce of a ball, with pure sequential ordering—
lists—being moved to a higher level.

We can discuss the rest of your proposals for levels later. I expect 
that others will have questions and comments, too. I am glad to see the 
subject opened up again, because I don’t like the sensation of having 
my hypotheses converted into Gospel. I think that by trying to boil 
down all propositions to the basic underlying operations and connect-
ing them with experience, we can arrive at an agreeable set of levels 
for experimental test. Maybe the reason that there has been so litt le 
questioning of my defi nitions is that nobody saw any confl icting alter-
natives and thus didn’t feel compelled to make a decision!

Bob Clark: Greg, as usual, it is much easier to raise questions than to 
answer them. This is to be expected, since the questioner regards the 
world from his or her own viewpoint combined with his or her avail-
able store of ideas.

Also, Rick prefers “to look at decisions as the conscious result of con-
fl ict.... the means of dealing with confl ict: reorganization.” He notes: 
“A bett er way to solve such confl icts is to ‘go up a level.”‘ Rick further 
seems to accept the view that decision making “is an inherently statis-
tical phenomenon.”

In response to your questions, comments, and remarks, let me 
point out that I am concerned with the process of decision making. 
Statistically, the only common element among people is that they all 
make decisions. Methods, reasoning, procedures, etc. can diff er drasti-
cally from one person to another.

To me, decision making is a peculiarly individual matt er. For this 
phrase to have meaning, there must be at least two alternatives avail-
able. This implies at least a minimal confl ict in that they cannot both be 
selected. The alternatives need not be particularly important (although 
they could be). There must be some way in which they can be exam-
ined. There must be some basis for selection. And there must be some 
entity capable of putt ing all of this together.

We already have all of these elements except the Decision Making 
Entity—which is implied in Chapter 15 of Behavior: The Control of 
Perception, since something somewhere must operate the diagrammed 
switches. In fact, my view of the relations among the DME, current 
perceptions, and memories might be regarded as an extension of the 
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concept Bill illustrated with two single-pole double-throw switches. 
Using this diagram, these switches are controlled by the DME—one of 
its major functions.

In addition, the Recording Function (would this term be bett er than 
“memory”?), can be considered a multi-dimensional recorder, includ-
ing not only all perceptual signals, but also all consciously imagined 
combinations, projected conclusions, and decisions. When examined 
(imagination), the memories are much like multi-dimensional video 
tapes. These memories are not necessarily logically related, nor other-
wise coherent. They might arise simply through some accidental event 
that provides some connection (a “reminder”) to the specifi c remem-
bered event. It could be an odor, a face, a sound, an idea, a word, etc. 
Or it could be a problem (“confl ict”?) with recognizable aspects bring-
ing related memories to mind.

The Recording Function is mostly undirected, but the DME can 
make it more easily available by consciously assigning some kinds of 
labels to suitable recordings. How do you learn the name of someone 
you have just met? However, many “labels” are acquired more or less 
accidentally. Thus, the word “chocolate” easily brings an image (im-
ages?) to mind. But there are many forms of labels: the appearance of 
a house, a date, a period of time, and so on. There are many ways to 
locate specifi c memories.

Most memories are inactive most of the time. (What a confusion, oth-
erwise!) They appear to be “forgott en” until some form of “reminder” 
occurs. (I have been intrigued by the questions that “pop” into mind in 
response to answers on the television show “Jeopardy.”)

A great many of the decisions needed are simple, requiring very lit-
tle att ention or analysis. A very rapid (perhaps on the order of a few 
milliseconds) switching might occur between alternative memories 
when litt le analysis is needed and anticipated conclusions are quickly 
formed. These alternatives are selected for their relevance, oft en sim-
ply by being “reminded” of similar situations. But the DME might fi nd 
more thorough investigation necessary in seeking a satisfactory selec-
tion. This tends to be related to the level in the hierarchy involved—as 
implied by Rick Marken’s remark about “going up a level.” Thus, in 
ordinary situations, the DME can make its selection quickly.

So the Recording Function records conclusions and decisions. These 
are more likely to pertain to high-level situations, where a previously 
formed conclusion/decision can provide a quicker response. “I’ll push 
the butt on the instant I perceive a fl ash of light,” rather than, “There’s 
a fl ash of light, what do I do now?” Or, “The moment the light turns 
green, I’ll hit the thrott le,” which results in a fast response.

The DME’s att ention is directed by the need to select among alterna-
tives. The characteristics of the situation serve to remind the memory 

which recording to present. It is interesting to observe that the DME 
cannot direct its att ention to its own acts as it is performing them. Its 
only information about its own activity (self-knowledge?) is through 
examining the relevant memories. These are not necessarily readily 
available.

By and large, these are mostly ordinary and familiar observations, 
but they seem to have been left  out of much behavioral discussion.

Greg, you note: “It appears to me that the DME is basically di-
rected (not completely random) reorganization.” In its origins, the 
Reorganizing Function was proposed to explain the observation that 
individuals change their behavior when faced with a confl ict—espe-
cially if it is hard to resolve. However, that is an “outsider’s” viewpoint. 
To the DME involved, it is not intrinsically diff erent from any other 
decision-making situation. Available alternatives (including, perhaps, 
violent movements or whatever) are reviewed, and the behavior off er-
ing the most promising anticipated results is put into operation. To the 
outsider who might not even suspect the alternatives available, this 
will tend to appear “random,” that is, “unpredictable.”

Bill, you start by saying: “The’ hierarchy is a fi gment of my imagina-
tion, building on our imagination.” And you require an “experimen-
tal test.... verifying that people can control variables of many diff erent 
kinds.” Here we have two concepts (at least): “variables” and “control.” 
In Behavior: The Control of Perception, “variable” is defi ned as “an entity 
identifi ed by characteristics of the location at which it is measured, 
and having a number or a continuum of detectably diff erent states. A 
meter-reading associated with a physical phenomenon.” My Webster’s 
Unabridged Dictionary includes (aft er eight defi nitions as an adjective) 
“noun. 9. something that may or does vary; a variable feature, factor, 
or the like, 10. Math. a. a quantity or function that may assume any 
given value or set of values. b. a symbol that represents this. 11. logic. 
(in the functional calculus) a symbol for an unspecifi ed member of a 
class of things or statements.” Also: “vary” specifi cally includes the 
concept of “change” or “alter.”

Here we have two distinctly diff erent defi nitions: one, a “feature,” 
“characteristic,” or the like that can have a changing “value” or “mag-
nitude”; and two, a “member of a class.” The fi rst implies continu-
ing identity of the variable, the second is not concerned with possi-
ble changes in the individual “member,” as long as it qualifi es for its 
“membership.”

All of these verbal structures (theories) are critically dependent on 
mutually accepted defi nitions. I think we both, with physical science 
and math backgrounds, tend to use the fi rst defi nition. However, those 
with backgrounds in psychology, sociology, etc. tend toward the sec-
ond.
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Here I think we are considering a “variable” to be (from the Glossary 
in Behavior: The Control of Perception) a ‘Perceptual Signal: The signal 
emitt ed by the input functions of a system; an internal analogue of 
some aspect of the environment.” I think you would include “combi-
nations of perceptual signals represented by neural signals” as addi-
tional variables. I would also include signals arising from memory. All 
of these are generally available to the DME.

Can people “control” such signals? In some ways, this is the very 
heart of the subject of behavior—we see people doing things to them-
selves, to their surroundings, and to other people, followed by assorted 
consequences. Note the temporal implication of “doing things.” Is this 
“control”? Perhaps, but it seems to me that “control” implies “intent” 
to produce some change. The act might be inappropriate, or ineff ec-
tive, but if the result is somewhere near the intention, some degree of 
“control” appears to have been achieved. This seems to be circular, and 
“begging the question.” That is, if the result has not been achieved, 
there has been no control. On the other hand, if the result occurs, it 
could have been purely coincidental.

How do we measure “intent” so that it can be related to “result”?
Correlation alone is insuffi  cient evidence. There are many examples 

of strong correlation between variables, without need to assume “in-
tent.” Consider the phototropism shown by many plants. The plant 
bends toward the light and its well-being improves. Fairly well-iden-
tifi ed laws of biochemistry and physics are suffi  cient explanation. 
“Control” here? I don’t think so. It appears to me that “control” is a 
peculiarly human concept that becomes pertinent only aft er certain 
stages of development. Interestingly, it seems to me that a great deal 
of history, philosophy, ethics, and psychology (in the generic sense) re-
lates very directly to matt ers of “control.” Thus we have agriculture for 
food, clothing for insulation, weapons for game (and warfare!), politics, 
science, and theories. Always someone is seeking to act in such a way 
that the things he/she cares about (his/her “perceptions,” of course) be-
come, and remain, somewhere near the states he/she seeks for them.

This is the essence of a feedback control system and is completely fa-
miliar to nearly everyone. Except that they look at the pieces of the loop 
without putt ing it together as a system! How many people understand 
the operation of a thermostatic control system in feedback-system 
terms? They use such systems as “on/off ” switches. And they are usu-
ally satisfi ed. They just haven’t learned the viewpoint and somewhat 
specialized language that PCTers fi nd useful. I fi nd them useful too, 
and I believe most others will, as well, if they take the trouble to learn 
at least the key parts of PCT.

Bill, you “agree with Rick Marken about decisions: they represent 
confl icts.” To me, “represent” signifi es equivalence; that is, when A 

“represents” B, they are interchangeable. To me, “decisions” are quite 
diff erent from “confl icts.” In an earlier post, I pointed out the need for 
alternatives in order for a “decision” to be needed. I agree, of course, 
that when “all of the goals can be satisfi ed at once.... no decisions are 
needed.” And none are made. Yes, confl icts imply needs for deci-
sions—and decisions that have been made imply preceding confl icts 
resolved. Note, incidentally, that some confl icts are very incidental and 
are sett led easily and quickly, so that the operation of the DME can eas-
ily be overlooked.

Bill, you say: “At the level I call ‘programs,’... processes occur... a 
network of choice-points.... choice of a branch... determined by a rule... 
The term ‘choice’ seems to imply a decision, but in fact there are no de-
cisions at this level either. The conditions... completely determine the 
path... Only when there is ambiguity or when the rule is self-contradic-
tory... is anything like a decision required. If you have an algorithm for 
making decisions, you don’t have to decide anything!” Yes, of course. 
But surely these networks, algorithms, etc. come from somewhere and 
are retained somewhere for application if needed. I call this “some-
where” the memory, created by the Recording Function. The choice-
points you speak of, I would term past decisions remembered and ap-
plied in the present: recordings of decisions made at some previous 
times and retained in eff ect unless considered for review.

You say: “If we eliminate programs... from decision-making... we 
must reorganize or... suff er... confl ict.” Well, yes—that’s what I’m talk-
ing about. Whenever decisions have already been established, wheth-
er by accident or careful study, no decision is needed, and the DME’s 
att ention is directed elsewhere. Of course, the pre-existing decision 
might be found wanting and need revision. Then the DME would re-
examine the situation.

Regarding your reorganizing system, I point out the DME has the 
ability to be arbitrary. Indeed, it does have the “fl avor of reorganiza-
tion.” Aft er all, the organization to be reorganized consists of a net-
work of previously made decisions. Note that the DME has access to 
all recordings and can project—”imagine”—anticipated outcomes that 
can be used as the basis for decision, ultimately using intrinsic refer-
ence levels as criteria. If previous selections have not worked out, the 
DME can arbitrarily select an alternative or alternatives.

Bill, you say: “This is typical of the reorganizing system as I perceive 
it.” I did not set out to examine either the reorganizing system or the 
process of reorganization. I was intrigued by observing that I am very 
frequently making “small” (?) decisions.

There seems to be some question as to exactly how much, or “what,” 
is included within the DME and/or the reorganizing system. I recall, 
of course, the Negentropy System. And I agree—it implies too much. 
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Indeed, to me, the same is true of the “reorganizing system.” The term 
seems to imply some kind of complex, highly structured entity operat-
ing in mysterious ways to resolve confl icts—especially those involv-
ing intrinsic systems. I like your phrase “a built-in aspect of the or-
ganism that functions from the beginning of life.” “Life” might be too 
broad—there are many forms of life that seem (to me) to lack some of 
the structures necessary for meaningful decision making. (Specifi cally, 
some form of Recording Function, and perhaps other items must be 
available for operation of a rudimentary DME.) I am tempted to sug-
gest the need for some form of central nervous system as a minimum 
prerequisite.

I think our concepts in the areas of att ention, awareness, and con-
sciousness are quite similar. The biggest diff erence seems to relate to 
your treatment of the reorganizing system, which seems to include 
memory, imagination, anticipation, and, possibly, selection (among al-
ternatives).

Bill says: “I think that this proposal is related to your concept of 
‘modes.’ However, I do not see these modes of consciousness as be-
ing modes of just one level, your DME.” These statements indicate 
that I have failed to communicate the locations of “modes” within the 
hierarchy and of the DME. The DME, as I see it, is not a “level” of the 
hierarchy. It is a separate entity, operating on the hierarchy, which is 
itself located within the memory. Bill, you speak of awareness mov-
ing from one place in the hierarchy to another. It is the DME that is 
“aware.”

“Modes” are suggested as a convenient way to regard the contents 
of Sixth Order. They help to identify and organize the contents of Sixth 
Order. Defi ning Sixth Order as “control of interpersonal relationships” 
opens the door to a great variety of possibilities. With communication 
clearly an important aspect of interpersonal relationships, it occurred 
to me to observe the content of everyday conversations (in terms of 
Orders of control). I was surprised and pleased to fi nd the concept of 
Modes very helpful in clarifying my ideas about higher levels. The 
content and structure of Sixth Order and higher orders need further 
refi nement and discussion.

Bill says: “Higher reference levels are no longer fi xed, except at the 
highest level. At intermediate levels, lower-order reference signals are 
varied as needed to provide a higher-level system with the perceptions 
it needs...” This is prett y much a restatement of the hierarchy concept. 
This works nicely as long as the structure is fi xed, and the results are 
acceptable. Thus, these portions of the structure can run on “automat-
ic,” and the att ention of the DME can be elsewhere.

And he says: “Reorganization is now needed only when the learned 
systems are not capable of maintaining intrinsic variables at their ref-

erence levels.” They include “many ‘intellectual’ functions such as 
classifying... all of which are learned—the reorganizing system does 
not have to carry out any rational processes.” Exactly! And none of 
them are “put into the DME.” Where are they? To me, they are in the 
memory—indeed, they, the learned systems, are much of the content 
of the memory. To a large degree, what you have called the reorganiz-
ing system, I prefer to call the DME, with access to the memory and 
minimal content and capabilities. The DME can perceive recordings, 
can compare them, can project their implications—by using methods, 
rules, algorithms, etc. taken from other recordings. The rationality of 
the DME is determined by the content of its available recordings. In 
some situations, existing recordings might include “rules” that inter-
fere with the availability of needed recordings and, perhaps, the DME’s 
att ention-directing capability.

One of my primary suggestions for modifying the levels of the hi-
erarchy involves temporal variables. I fi nd the treatment of time as 
an underlying independent variable necessary throughout the struc-
ture. At lower levels, it is implicit, because Third Order events, actions, 
etc. occur “over time,” but that is taken for granted. As I examined 
sequences for parameters for their control, I found that temporal vari-
ables became evident. Bill suggests “transitions” as an alternative. This 
is a logically appealing category. However, such an abstract category 
does not suggest specifi c controllable variables to me.

In human activities, I fi nd many temporal variables of importance. 
Tempo is certainly one, but so also are such items as rhythm, accelera-
tion, deceleration, pauses, and delays. The lowest level where these 
variables become important is for manual skills (my suggested Fift h 
Order). Throwing a ball not only requires a certain sequence of con-
fi gurations of selected muscles, etc., but the timing must be correct! 
Indeed, change the timing, and you get a diff erent result! Fift h Order, 
skills, requires control of temporal variables in addition to sequences, 
etc.

Bill, you refer to Gary Cziko and “temporal variables in which only 
the ordering was important—in language.” In communication of non-
personal matt ers, this (the “only”) might be true. When personality, 
att itude, intent, motivation, etc. are part of the communication, spoken 
language requires control of temporal variables. Consider temporal 
variations in emphasis, tempo, rhythm, pitch, loudness, and enuncia-
tion (the mechanics of speech) for spoken language.

It seems to me that there are several situations where control of tem-
poral variables is critically important. For example, skills in speaking. 
When working with adult stutt erers (with McFarland), it became ap-
parent to me that some forms of stutt ering result from inadequate con-
trol of the time relations among the vocal systems.
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Time scale is a fundamental concept—I don’t know just where it be-
longs. But consider the changes in interpretation and analysis when 
the time scale moves from microseconds, to milliseconds, to tenths of 
seconds, to minutes, to hours, to days, to decades, etc. Consider the 
fastest-acting neural control system on a millisecond scale. Sequences 
of events are easily traced around the loop in terms of a series of 
straight-through operations. Change the time scale to fractions of a 
second, and, behold! It works as a unit—a feedback control system! 
Both views are right! When larger-scale, slower interactions are exam-
ined, games, perhaps, or economics, one can follow the signals as they 
follow their pathways and interact to become an operating control 
system. Problems that arise tend to be solved by changing the param-
eters of the system components. Or by changing the connections. The 
instructions are changed, personnel are replaced, etc. Most everyday 
problems are being handled prett y well (?) already. Over the last 20 (?) 
years, management theory began talking about “management by ob-
jectives” (oft en misapplied). More recently, there has been the “team” 
concept (also not well-understood). These ideas are not well-developed 
at this time, and the utility of the feedback-control-system concept is 
not yet clearly perceived. But makeshift  alternatives are being used. It 
appears that one of the reasons that control-system theory is not gen-
erally applied is that longer time-scale needs are being satisfi ed fairly 
well without explicit control-system analysis.

At the dose of his post, Bill refers again to “experimental test.” I’m 
not at all sure that is the relevant consideration. Theoretical structures 
tend to be accepted or rejected not only on the basis of formal test, but 
also on the basis of convenience and applicability. Aft er all, the main 
advantage of the heliocentric theory of the universe is the simplicity 
of the computations. What a mess when earth-centered! But, correctly 
done, the results are indistinguishable.

When a decision is needed (a choice between/among alternatives), 
the DME examines (“imagines”) related experiences from memory. It 
considers conditions (remembered) that might limit the selection(s). 
Anticipated results (projected through imagination) are compared with 
the objectives for acceptability. The DME could combine selected proce-
dures sequentially or use an average (weighted, perhaps) of the imag-
ined procedures. These imagined procedures are used by the DME as 
structured inputs to the corresponding levels of the hierarchy. Under 
ordinary conditions, this might take only a small fraction of a second. 
But if the situation is complex (and time permits), extensive investiga-
tion and study might be used before fi nally selecting the procedure. 
The whole process is so familiar and quick that it is easily overlooked.

This very general summary becomes more meaningful when applied 
to real people in real situations. I saw a fi gure-skating contest (pairs) 

last night. Very complex activities—mainly muscle skills, but commen-
tators reported some of the personal interactions that can play a part. 
I was struck by the situation when a disturbance occurred, a fall to the 
ice. This is a very complex situation: the planned sequence, with its 
timing requirements, has been suddenly interrupted. This appears to 
require extensive reworking of the many systems involved. However, 
the response—compensating movements—was within a fraction of a 
second! Clearly, the skaters had available, almost instantly, an alterna-
tive procedure. It was designed both to avoid injury and to continue 
the program. Most of these skaters had 10 or more years of practice. If 
you have ever tried to ice skate, you know that much of early experi-
ence involves learning how to fall without bruises. Thus the experi-
enced skaters have a large supply of alternative memories that can be 
quickly applied when needed. Notice, while this involves much “rep-
etition,” this is not “reinforcement,” rather it is acquiring a repertoire 
of alternative variations of performance.

In terms of Orders of the hierarchy, such a contest certainly involves 
interpersonal relationships (my suggested Sixth Order) and, in various 
degrees, all lower orders. In performance, the selected relationships 
are played out. But in discussing the contest, communication skills are 
used. Here, words are used to represent perceived variables at sev-
eral levels. The ice, the skates, and the arena are (more or less) objects 
that can be considered among the Second Modes of Sixth Order. The 
movements, with their timing, would be Third and Fourth Modes. The 
combination into skilled performance could be Fift h Order. Overall, 
there are the personal interactions of the skaters in a framework of 
competition. Here we have Sixth Mode of Sixth Order. This analysis 
can be carried further and applied to other activities.

If we want our ideas to be used, we must show where they help 
solve other people’s problems, that is, help them achieve the goals they 
are already working on. What are their motives, their higher-order ob-
jectives? We should show where Perceptual Control Theory fi ts into 
and contributes to their ideas. We should compliment them on their 
knowledge and insights.

Behavior perceived as att ack results in defense, retreat, or return of 
att ack. Such confl icts might be fun for the winner, but they oft en result 
in losses on both sides. Examples abound.

Experimenters must begin with some kind of theory as a guide to 
experimental design in any fi eld. Each has several alternatives: try to 
validate some theory (not necessarily his or her own), try to invalidate 
some theory (likewise), try to determine interesting parameters (per-
haps a recipe for a candy), or just do something for “the heck of it.”

Why are experimental studies undertaken? Perhaps a student needs 
a thesis topic. It will be subject to assorted approvals. To maximize 
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probability of approval, it should fall within the range of currently ac-
ceptable ideas in that area.

Perceptual Control Theory is in competition with various other theo-
ries, some of which (in economics? in sociology?) are rudimentary in-
deed. But those other theorists tend to be interested in fi nding ways to 
support and defend their ideas. PCT people show the same behavior. 
What is needed is to change from “confl ict” to “cooperation,” or at least 
neutrality. (There are several ways to resolve a confl ict.) Some att en-
tion could be directed toward strategies of interaction, using commu-
nication skills to “make friends and infl uence people” (Dale Carnegie, 
of course). Theories and ideas gain acceptance by being useful, not by 
winning arguments. Regarding PCT vs. other theories, PCT can de-
scribe and analyze the behavior of their opponents, while the others 
can only describe PCT behavior by misunderstanding, overlooking, 
discarding, etc. various common observations. Bill has listed some of 
them. These remarks are very condensed, but I think my viewpoint is 
clear—at least to PCTers.

Bill Powers: Bob, in talking about your “modes,” you appear to take 
an external view of someone else’s organization. That is, you seem to 
be looking for levels that will apply to “psychological” aspects of a 
person, to explain the how and why of that person’s behavior. I’m tak-
ing a diff erent viewpoint my defi nitions of levels are meant to describe 
how the world appears from the standpoint of the person, regardless 
of the context. When I speak of “system concepts,” I’m referring not 
just to things like a self or a personality or a character, but to all sys-
tem concepts. To a physicist, for example, there exists something called 
physics, a discipline. This is, of course, a perception. The entity called 
physics, I have proposed, is a concept built from a set of principles 
and generalizations, which both provide the material within which the 
entity physics is perceived, and which, as goals, are specifi ed by the 
goals we have for physics—that is, for what kind of entity we want it 
to be. The principles and generalizations, in turn, are built out of a set 
of rational, logical, reasoned mental processes that I call, generically, 
“programs.” In a set of programs, we can discern general principles; at 
the same time, the principles we wish to maintain in force determine 
what programs we will select to use.

My intention in proposing these levels of perception was to provide a 
framework within which we might understand all human experiences, 
no matt er what they are about. If the subject matt er is one person’s ex-
perience of other individuals, then what I call “system concepts” would 
correspond to what you term “personality,” and perhaps what I call 
“principles” would correspond to your “character,” and my “programs” 
to something like “habits” or “abstract skills” or “intelligence.”

These are ways of perceiving other people. But these general classes 
of perception and control include more than our experiences of other 
people. As I said, they include all experiences of all kinds. To a man-
ager, the system concept called “my company” is as much an entity 
as “my children.” To a patriot, “my country” is a real living entity. 
To a sociologist, “society” is a system concept with as much reality as 
“self.” And to a chemist, chemistry is an entity with characteristics that 
depend on principles that are implemented as programs, without any 
organisms in the picture.

So what I am most interested in are the general classes of experience, 
not specifi c contexts in which we might give them more specialized 
names. The concepts of “character” and “personality” are inventions, 
but they are examples of fundamental classes of perception shared by 
the educated and the uneducated alike, and constant across cultures (I 
sincerely hope).

Bob Clark: Firing long-range weapons provides an example of the im-
portance of the “speed of feedback.” When guns were fi rst used on tar-
gets that were beyond visual range, results were poor. Soon “spott ers” 
were introduced to report the results. Thus, the gun became more ac-
curate. This combination can be regarded as a negative-feedback con-
trol system, even though the return signal is relatively slow compared 
to the speed of the projectile. It does not permit control of each shot, 
but provides improved control of the overall performance of the gun.

Without spott ers, feedback was slow indeed; hours to days were 
needed to get reports. Adding spott ers reduced the delay, providing 
much faster feedback. Self-guided weapons are now available: cruise 
missiles, smart bombs. These work bett er yet, with much faster correc-
tions. With these capabilities, they correct for aiming errors, possible 
movement of the target, and varying winds.

Analysis is infl uenced by the time scale selected. When times of the 
order of seconds are of interest (approximately the time needed for the 
projectile to arrive), there is no control without self-guidance. Here, 
open-loop analysis applies. Events are followed around the loop with-
out treating the system as a whole. When events are examined in terms 
of the time for fi ring the gun several times (several minutes), closed-
loop analysis applies to each fi ring of the gun as the assigned target 
is followed. Assuming the necessary components are present, either 
closed- or open-loop analysis may be suitable, according to the time 
scale of interest.

A primary question for any control system is: “What is the percep-
tual variable being controlled?” In this case, it is the point of impact of 
the projectile. This variable is a combination of several perceptual vari-
ables used to specify location in terms that can be communicated to the 
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gun crew. The observer’s conscious att ention is required in combining 
and communicating this information.

This system, assembled for the purpose of controlling the impact of a 
projectile, can be used as a general example of feedback systems. These 
observations may help in the analysis of other systems where the sepa-
rate operations are unclear. Each of the parts of a control system can 
be identifi ed: the feedback function is the spott er (plus communication 
equipment); the output function is the gun (plus the powder, projectile, 
aiming devices, and crew); the reference signal is the target (provided 
by higher command, the “Decision Making Entity”); and the compara-
tor is the human (or a specialized device) determining the size and 
direction of the error provided to the crew to adjust the aim of the 
gun. For a time scale fast enough to observe these events as they occur, 
analysis can emphasize any one of the components. A mathematical 
equivalent of each of their separate operations can be writt en. For a 
time scale so slow that the system has come to equilibrium, analysis 
concerns the operation of the entire system as a unit. This is equivalent 
to solving the equations for the controlled variable in terms of the ref-
erence signal (and system parameters). The result is the familiar form 
used to describe the operation of a closed-loop feedback system.

The preceding discussion has been in rather mechanical, abstract 
terms. Regarding the people operating the system, each one is primar-
ily concerned with his/her own part in the detailed sequence of events, 
rather than with the combined operations as a feedback system. Each 
person uses the skills needed for the immediate purposes. He or she 
selects and applies them as he or she understands their function in the 
larger organization. He or she also coordinates them with his or her 
individual internal conditions and needs.

The commanding offi  cer, using a time scale suitable to his/her needs, 
regards each combination of gun, crew, and spott er as one of the parts 
of his/her output function. To him/her, each “rifl e squad” is a simple 
straight-through system: he/she assigns the target, and the system 
performs. This can be considered as a stimulus-response system with 
its performance improved by adding a negative-feedback loop. This 
treatment, however, omits the events in between the “stimulus” and 
the “response.” For some purposes, it is adequate.

The above is an example of a control system with two levels. Selecting 
suitable response times helps separate and identify the diff erent levels. 
By adding another level of command, we have a three-level system. 
For the gun crew’s spott er, the time scale would be of the order of min-
ute, the time to fi re a few shells. The commanding offi  cer is concerned 
with the operation of his/her several guns. His/her time scale would 
be from minutes to hours, and, in turn, the higher commander works 
with larger-scale tactics/strategy and even longer time scales; to him or 

her, the individual gun and crew with its assigned target is simply a 
tool to be used. He or she is concerned with larger-scale results.

Consider, in passing, what happens when the chain of command is 
bypassed and higher-order corrections are introduced too early!

Memory, expressed in several forms, is essential to the operation of 
this system. Some of the data are in the form of maps and instruc-
tions. Some are in the form of the aiming and fi ring mechanism of 
the gun. Some are in the form of remembered procedures and instruc-
tions. Some are in the form of remembered orders “from above.” And 
so on.

In fact, the entire set of concepts, ideas, procedures, and skills are 
all located within the memories of the participating individuals. Each 
must have available, as a minimum, those portions of the operation that 
apply to him or her. Perhaps this could be simulated with high-speed 
computers and soft ware, but the operating components must all be in-
cluded in some form. Although the mechanical requirements are rela-
tively modest, the memory capacity and programming to provide for 
automatic selection among many alternative actions is mind-boggling!

Each participant must direct his att ention to the assigned task, while 
“simultaneously” “paying att ention” to several other variables, espe-
cially those in his or her immediate environment. This requires fre-
quent shift ing of att ention among several perceived variables.

Bill Powers: Bob: a very nice analysis, with lots of interesting obser-
vations. One thing your examples about “synthetic” control systems 
show is how crude control actually is when an organization tries to 
imitate individual control systems. But even an organization wouldn’t 
think of computing how to aim the gun and fi ring it without looking 
to see where the shell landed.

One minor quibble. You say that “the reference signal is the target 
(provided by higher command, the ‘Decision Making Entity”); and the 
comparator is the human (or a specialized device) determining the size 
and direction of the error provided to the crew to adjust the aim of the 
gun.” When the commander says, “Put a warning shot just in front of 
them,” the aiming point is not the target, but a point that bears a speci-
fi ed relationship to the target position. So it’s the relationship between 
the impact point and the target that is the reference signal, and it exists 
only in someone’s head prior to the shot.

An added observation: in order to adjust the gun position over re-
peated shots, the error must be turned into a new gun position. In 
order to get the fi nal error as small as possible, you need a high loop 
gain. But if you have a high loop gain, an error of +50 yards would 
lead to a large correction, and the next error might be -500 yards. The 
solution is to use a slowing factor, such that only a constant fraction 
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of the computed correction is actually applied on any one trial. In that 
way, you can have high loop gain and accuracy, without instability of 
control. The Same principle applies in spinal control loops with trans-
port lags.

Dag Forssell: I was fully trained in the Swedish Army Artillery. A be-
haviorist might listen to Bob Clark and hear him say that this is a chain 
of cause-eff ect happenings. We in PCT notice the multiple iterations 
required to arrive at the target and can see the similarity with the itera-
tive calculations of Rick Marken’s spreadsheet model. We can see that 
the diff erence is quantitative, not qualitative, since we see the error 
signals at work, pulling in some (hopefully correct) direction, and we 
know that the process works well even without perfectly planned and 
executed output functions.

Bob Clark Bill, I am surprised by your reaction to one of my remarks. 
You say that I “seem to be looking for levels that will apply to ‘psycho-
logical’ aspects of a person, to explain the how and why of that per-
son’s behavior.” This suggests that I begin by selecting “psychological” 
aspects, then search for lower-order systems (variables?) that might fi t. 
To the contrary, I begin with the lower-order variables. Thus, I look for 
perceptual variables that use combinations of selected skills (includ-
ing their related lower-order variables). With a rather large assortment 
of these perceptual variables, the question is one of assigning useful 
labels. Labels are needed to facilitate their selection and application, 
both for use as sources of sets of reference signals and for communica-
tion. Labels are preferred that will be generally understood and thus 
communicate to more people.

I am basing my analysis on your very important observation that 
behavior is the control of perception, and that perceivable variables are the 
heart of the structure. I might have overlooked some important aspects 
of the situation—I am sure you will point out where my suggestions 
can be improved.

Bill Powers: There’s a subtle diff erence between “sequential” and 
“lagged” control. Bob Clark gave an example of truly sequential con-
trol: lob a shell, wait for the spott er to see where it lands, wait for the 
spott er to send the message back to the gun site, lob another shell, etc.

Lagged control is like aiming a fi re hose. The water shoots through 
the air and lands somewhere. The fi reman is watching where the water 
lands and corrects his/her aim according to the error between perceived 
and intended landing spots. There is water continuously fl owing and 
continuously landing, and the fi reman is continuously monitoring the 
landing spot. There is always water leaving the nozzle at the same time 

that water is landing on the fi re, at the same time that the fi reman’s 
eyes are seeing the water landing, at the same time that the fi reman’s 
muscles are altering the aim of the nozzle. The processes in various 
parts of the loop are all going on at the same time, literally simultane-
ously—even if it takes two or three seconds for any one drop of water 
to fl y through the air and land on the fi re, and a hundred nanoseconds 
for the image of the water landing on the fi re to reach the fi reman’s 
eyes, and 50 to 200 milliseconds for the image to be converted into a 
perceptual signal, and an error signal, and a new muscle tension.

The second case is the most common in human behavior, although 
there are valid examples of the fi rst (corresponding by e-mail, for ex-
ample).

Many analysts of human behavior have confused sequential control 
with lagged control. They assume that while a stimulus is occurring, 
everything else in the control loop is on hold until the stimulus fi nishes 
its patt ern. Then, with the stimulus input fi nished, the response com-
mences, goes through its patt ern, and stops. At that point the eff ect of 
the response alters the stimulus conditions, with neither stimulus nor 
response occurring. Finally, the next stimulus occurs and the sequence 
begins again.

Even inside the nervous system, this same erroneous image seems 
to be used. A neuron fi res, sending an impulse along a fi ber to its end, 
where the impulse triggers off  the next impulse in line. The maximum 
number of input-output events per second therefore seems to depend 
on the time it takes for an impulse to travel through the nervous sys-
tem to a muscle.

In reality, there can be anywhere up to 10 or so impulses traveling 
along the same nerve fi ber at the same time (length of path, say 0.5 
meters, divided by speed of travel, say 50 meters per second, times im-
pulse frequency, 1000 per second or more). The maximum number of 
input or output pulses per second is set by the maximum impulse rate, 
regardless of transit time through the nervous system. If you count 
redundant paths carrying similar information, the maximum rates are 
even higher than that.

This confusion is the result of trying to describe a dosed-loop pro-
cess in words. Using words, we can say only one thing at a time. We 
can’t be talking about input processes while we’re also talking about 
output processes and the processes in between, or the eff ects going on 
in the external part of the loop. So language forces us to describe fi rst 
the input, then the comparison, then the output, then the eff ect on the 
environment, then the eff ect on the input again, as if this were a se-
quence of mutually exclusive events. If one lets words dictate thought, 
the mental image of the process will have the same sequential nature, 
leading to incorrect analyses and failed predictions.
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Bob Clark: “Anticipation” has been used without being really tied to 
PCT very well. A common example: the time when you got on an el-
evator, pressed the “up” butt on, and it went down. This is quite upset-
ting the fi rst time it happens, because your remembered experiences 
lead you to expect—”anticipate”—it to follow the butt on’s label. There 
are other common experiences of many sorts. (Such as going up—or 
down—stairs and fi nding one step, more or less, than was expected.) 
The point here is that “anticipation” and its related concepts are com-
mon occurrences.

What does anticipation consist of? It begins with the existence of a sit-
uation where there is a goal to be achieved. The Decision Making Entity 
examines the memory for ways to reach that goal. There could be an 
established procedure—a set of related reference signals—that needs 
only to be put into operation. Absent such an established method, the 
DME “looks” for an alternative that appears to result in reaching that 
goal. It (the DME) selects a promising procedure and uses that remem-
bered set of reference signals. The DME might be using a previously 
successful procedure, or it might be extrapolating from remembered 
events. Either way, future events are expected, that is, “anticipated.”

Anticipation dearly plays a signifi cant part in a decision to “go to 
Paris.” And the DME fi nds in available memories (including maps, 
travel agents, etc.) the procedures needed. These procedures are then 
used to provide suitable reference levels as inputs for the systems 
needed. In this situation, various skills are needed: communications 
to assorted people, handling money and tickets, passports, etc., etc. 
Variables of confi guration, sequence, and time must be included. And 
all of these involve suitable control of the lower-order muscle skills. 
Bill, I think this is consistent with your view, but you have stated it in 
such abstract terms that some of this might be overlooked. It is very 
helpful to have the concepts of temporal variables, skills, etc. available 
in addition to that of confi gurations.

It seems to me that the concept of “Intentionality” recognizes that 
people make decisions (action by something I call the Decision Making 
Entity), selecting future events/situations to be achieved. E.g., I got in 
the car with the “intent” of going to the dentist. I “anticipated” litt le 
or no traffi  c and expected the car to perform as it has in the past. I 
remember the route and the conventions regarding other cars. To me, 
“Intention” is a Sixth Order concept—one uses available skills to ac-
complish higher-order purposes. Is this a problem?

Bill, I think your “minor quibble” about gun-aiming is more serious. 
The new “aiming point” is the “new target” for the gun crew. The tar-
get for the crew is no more, no less than that ordered by the command-
er. To specify it in terms of the preceding target might be a convenient 
shorthand way to communicate the position of the new target.

It seems to me you are following events around the loop, resembling 
open-loop analysis. Using a time scale including several shots, appro-
priate to the view of the commander, high loop gain should improve 
the resulting accuracy. Examining the series of events, we begin with 
the fi rst shot. It misses by some amount, and the location of the impact 
is reported by the spott er. If the spott er is very sensitive, this location 
could be reported in feet or inches, although yards might be suffi  cient. 
The aim is then adjusted by the crew to whatever accuracy the equip-
ment permits. High gain means that the aim is corrected very precise-
ly. However, the second shot could be off  considerably if, for example, 
there is a gust of wind, the target moved, or whatever. But high loop 
gain would still tend to minimize the error, instead of creating an over-
correction. An over-correction might occur if the gun controls were not 
properly calibrated. As I understand it, a bracketing procedure is oft en 
used to calibrate the gun controls.

Indeed, the “bracketing” concept is useful in any situation (explora-
tion, experimentation) lacking accurate or reliable data.

My statement that “Analysis is infl uenced by the time scale selected,” 
would have been more clear as “Whether open-loop or closed-loop 
analysis is appropriate depends on the time scale selected.”

Closed-loop analysis is appropriate for a time scale in which the fi r-
ing of the gun is completed before the higher-order system (the com-
mander’s system) can respond. The loop gain has litt le eff ect on this 
analysis, because the loop serves as part of the commander’s output 
function. The gain of the loop determines the accuracy with which the 
output signal follows the reference signal. Loop gain is determined by 
combining the sensitivity of the spott er with the sensitivity of the gun 
aiming equipment.

In the open-loop analysis, the concept of “high loop gain” does not 
apply. There is no “loop” to have a “gain.” It particularly does not 
apply to the gunner alone. The gunner adjusts the aiming equipment 
according to the correction called for by the spott er. If the report is “100 
meters too far,” the gunner makes the corresponding correction (per-
haps aiming two degrees lower); the spott er reports again, etc.

Which view is more useful depends on the purpose of the analysis. 
The commander’s view, with its longer time scale, uses closed-loop 
analysis; the spott er’s view uses open-loop analysis.

Dag comments: “A behaviorist might listen to Bob Clark and hear 
him say that this is a chain of cause-eff ect happenings. We in PCT no-
tice the multiple iterations required to arrive at the target and can see 
the similarity with the iterative calculations of Rick Marken’s spread-
sheet model.” I am not familiar with the Marken spreadsheet, but I can 
infer the general nature of the demonstration. The iterations are, of 
course, steps in the correction process. When observed with a longer 
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time scale, these iterations disappear; at a shorter scale, they become 
more obvious. Purely a matt er of viewpoint and choice of time scale 
for observation.

Bill, your example of the fi re hose for “lagged” control seems to work 
very well. But I don’t think the fi re chief cares which form of control it 
is as long as the water lands where he or she specifi ed. The chief uses 
a time scale of perhaps minutes, vs. the seconds needed for the water 
to fl ow.

The existence of confl ict depends not so much on the nature of the 
perceptual signals as it does on the relative time scales. Thus, the “gun 
crew plus spott er” is controlling the point of impact of the shell, and so 
is their commander in assigning the target. If the commander observes 
excessive spread in the patt ern, he or she might make changes in the 
lower-order system. He or she might, for example, adjust the position 
of the spott er to improve his or her sensitivity. Both systems are con-
cerned with the same perceptual signal, but their output systems oper-
ate diff erently.

As suggested, “confl ict” occurs when the time scales overlap. If the 
spott er is repeatedly moved to a new position before the operations 
from the preceding position have been completed, a loss of accuracy 
(perhaps temporary) results. Some forms of stutt ering provide another 
illustration. If the individual att empts to correct the formation of his 
phonemes too soon, i.e., before completing a word or phrase, stutt er-
ing is unavoidable. Many other examples are readily found.

Bill, in your words: “I’m taking a diff erent viewpoint: my defi nitions 
of levels are meant to describe how the world appears from the stand-
point of the person, regardless of the context. When I speak of ‘system 
concepts,’ I’m referring not just to things like a self or a personality 
or a character, but to all system concepts. To a physicist, for example, 
there exists something called physics, a discipline. This is, of course, 
a perception. The entity called physics, I have proposed, is a concept 
built from a set of principles and generalizations, which both provide 
the material within which the entity physics is perceived, and which, 
as goals, are specifi ed by the goals we have for physics—that is, for 
what kind of entity we want it to be. The principles and generaliza-
tions, in turn, are built out of a set of rational, logical, reasoned mental 
processes that I call, generically, ‘programs.’ In a set of programs we 
can discern general principles; at the same time, the principles we wish 
to maintain in force determine what programs we will select to use.”

“Programs we will select”—who, or what, does the selecting? The 
DME?

Your selection of these higher-level structures refl ects your extensive 
knowledge, together with the application of a high degree of logical 
skill and reasoning. However, what about those who are not as knowl-

edgeable? How do they manage? What are the categories, etc. that they 
form and live by? When they interact with other people, what are the 
concepts they use? How can we talk to them without some common 
language?

Bill, I am troubled by your move from your Fift h Order, control of se-
quence, to discussion of “concepts.” Are these concepts derived from 
combinations of lower-order perceptual variables? If so, how? And 
which? Does the operation of these concepts include sett ing reference 
levels for Fift h Order and/or lower-order perceptions? How, and by 
what is this done?

In the Glossary of Behavior: The Control of Perception, I fi nd: ‘Perception: 
A perceptual signal (inside a system) that is a continuous analogue of 
a state of aff airs outside the system.” Finding no special defi nition of 
“concept” in that Glossary, I consult my dictionary: “concept, n. 1. a gen-
eral notion or idea; conception. 2. an idea of something formed by men-
tally combining all its characteristics or particulars; a construct.” I think 
that’s essentially what you mean. What are the perceptual components 
of “concepts”? It seems to me that this term is too broad and vague a 
category to be assigned as an Order of control in the hierarchy.

Also, for “entity,” as in “entity called physics,” above. Not in the 
Glossary. Dictionary: “entity, n. 1. something that has a real existence; 
thing. 2. being or existence, esp. when considered as distinct, inde-
pendent, or self-contained.” This is how I use “entity” in “Decision 
Making Entity.”

Your view of “physics” seems to diff er from mine. To me, a physicist, 
it is not “a” concept, rather it is a specialized language, including its 
own special words, syntax, etc. It is an assemblage of defi nitions, ob-
servations, methods, procedures, formulas, derivations, etc., etc. I fi nd 
these in various locations in my memory—given suitable situations, 
they are available to select for use, or whatever. In one way or another, 
any of the lower-order perceptual variables might be pertinent. But it 
does not seem to me to serve as a “concept.”

Concerning “what kind of entity we want it [physics] to be,” I don’t 
have any particular “goals” for “physics.” It is “set of tools,” very use-
ful for certain purposes, but irrelevant for others.

My proposal is to assign control of temporal variables to Fourth 
Order, placing sequence at Third. Sequences have temporal aspects 
which are perceivable and controllable. Combinations of sequences 
with temporal variables, also perceivable and controllable, form skills. 
These provide new sets of perceivable and controllable variables. Skills 
can be selected: “Shall we dance the waltz, or the tango?”

You say: “My intention in proposing these levels of perception was 
to provide a framework within which we might understand all human 
experiences, no matt er what they are about. If the subject matt er is 
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one person’s experience of other individuals, then what I call ‘system 
concepts’ would correspond to what you term ‘personality,’ and per-
haps what I call ‘principles’ would correspond to your ‘character,’ and 
my ‘programs’ to something like ‘habits’ or ‘abstract skills’ or ‘intelli-
gence.’“ The “correspondence” you suggest appears to be limited to a 
similarity in position in the sequence of levels in the hierarchy.

To me, “personality” refers to a group of perceptual variables with 
names that are convenient because they are commonly “understood” 
by ordinary people. They relate to short-term interactions and include 
such perceptual variables as “friendly,” “helpful,” “dominant,” etc. 
What you call “system concepts” draws prett y much a blank, except 
among those with unusual information and experience. Logical, yes, 
but the connection with perceptual variables is not clear to me.

To me, “character” refers to another group of perceptual variables. 
These variables also have names that are “understood” by ordinary 
people. They relate to identifi able, therefore perceptual, underlying 
forms of behavior displayed in repeated interactions. Examples include 
such concepts as “honest,” “reliable,” “thorough,” “careless,”—they 
are not necessarily favorable. What you call at this point “principles,” 
in the sense you seem to intend, also draws prett y much a blank, ex-
cept among those with special knowledge as above. Logical, again yes, 
but what is the nature of the “perceptual variables” from which they 
are derived, or for which they might provide reference signals?

Similar comments apply to your “programs.” “Habits,” “abstract 
skills,” and “intelligence” I would treat quite diff erently. To me, these 
raise important questions not included in my present comments.

You emphasize: “These [referring to my proposed terminology] are 
ways of perceiving other people.” Yes, but they are also ways of per-
ceiving yourself. We agree that one cannot observe (perceive) one’s 
own acts during the performance of those acts. However, this does 
not prevent their perception by examination of recent (perhaps very 
recent) memories of those same acts.

Bill Powers: Bob, I wasn’t accusing you of beginning with psycho-
logical constructs and then fi lling in lower-level systems. My point is 
diff erent.

Sometime between 1960, when we parted company, and 1973, when 
Behavior: The Control of Perception was published, a change in my 
thinking about the levels seems to have occurred. Or maybe, being 
on my own, my direction of thought became clearer. This all seems to 
be clearer now that you’re describing your hierarchical concepts once 
again.

At any rate, the “pre” idea was much like yours, that we were at-
tempting to characterize human beings by identifying levels of con-

trol with various aspects of human functioning. Somewhere in that 13 
years, I realized that this was not the right problem.

As I now think about it, the problem in understanding human na-
ture is not so much to understand human beings as to understand the 
world that human beings experience. In this world, I include not only 
the three-dimensional world around us, complete with living color, 
stereo sound, smellivision, and so forth, but also the “inner” world of 
imagination, memory, thought, reasoning, understanding—the whole 
world of inner commentary on sensory experience. In short, the world 
of experience includes everything experiencable, whether we think of 
it as being “inside” or “outside.”

This world, to the best of my knowledge, originates in signals emitt ed 
into the nervous system by sensory receptors. That observation seems 
fundamental to me; to deny it would be to wreck the entire structure of 
physical theory, which I do not propose to do just yet. There is no way 
for the state of the world outside the nervous system to be registered 
in the brain without fi rst appearing as a set of raw unanalyzed sensory 
signals. Nothing by way of information about the outside universe can 
get into the brain in any other way.

This means that the world we experience must consist of sensory sig-
nals and other signals derived from them. The “other signals derived 
from them” include the totality of what we can experience, from the 
taste of chocolate to Fermat’s Last Theorem, as well as our experienced 
“interest” in that Theorem, if any, and any “thoughts” we might have 
about it. Nothing is exempt.

When I say “it’s all perception,” this is what I mean. We live inside a 
nervous system, and all we know is what goes on inside that nervous 
system. Even our idea of the existence of the nervous system exists 
as a set of neural signals, perceptions. The physical world outside us 
is a network of hypotheses existing in neural networks in the brain. 
Part of this neural hypothesis is a conjecture to the eff ect that there is 
an objective physical world outside our sensors. Sciences like physics 
and chemistry are very well worked out neural hypotheses. At bott om, 
they rest on sensory experience and all that the brain can make of such 
experiences. Our very att ribution of physical theory to objective phe-
nomena is itself a phenomenon in the brain.

This changes the problem. Now the problem is to classify all of expe-
rience, not just experiences of other people. We might perceive another 
person driving a screw into a piece of wood as showing a “skill” type 
of control, but this leaves unexplained the screwdriver, the screw, the 
piece of wood, and the relations among them. Those are also percep-
tions, and they are being controlled. The term “skill” refers mainly 
to something about the person’s organization, but to explain how a 
skill like that is carried out, we have to explain the screw, screwdriver, 
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wood, and relationship as well. The perceptual organization needed 
to represent these four things explains their existence for the actor; 
the actor’s behavior is explained, in PCT, as control of these percep-
tions. Whether we characterize that control as constituting a “skill” is 
more or less beside the point. If we can explain the behavior in terms 
of controlling perceptions of wood, screw, and screwdriver individu-
ally, and in terms of adjusting those controlled perceptions to maintain 
control of a particular space-time relationship among them, we have 
explained “skill,” too. But we have also explained how any person in-
teracts with the world, whether the immediate world contains other 
living systems or not.

What I att empted to do with my defi nitions of levels was to repre-
sent the way the world seems to appear to us—meaning to myself as a 
representative human organism. This was very much an idiosyncratic 
fi rst try, and it has undergone revisions as I have att empted to refi ne 
the descriptions. The process involved was quite unscientifi c, in that I 
didn’t take any polls or do any objective experiments. I simply looked 
and listened and felt and tried to understand what was going on from 
the standpoint that I was an observer watching the outputs of neural 
data-processing functions. “What am I taking for granted?” I asked 
over and over. What is it that I’m doing or experiencing that is so fa-
miliar and so self-evident that I don’t even recognize it as a perception? 
What part of my experiences am I sett ing aside as having some spe-
cial status, or treating as the background of more important things, or 
brushing out of the way so I can look at something more interesting?

The “relationship” level was a latecomer to the hierarchy. I had spent 
a lot of time looking for relationships between one perception and oth-
ers, and between action and perception, but it took years for me to 
realize that relationship itself is a perception. The same is true for all of 
the levels added or modifi ed since 1960. I had spoken for years about 
the “principles of control,” without realizing that principles can’t exist 
unless we perceive them, and to perceive them we necessarily have 
to have principle-perceiving functions. Similarly for “physics.” What 
is physics, that I can know it exists? It’s a perception, of course. If I 
couldn’t perceive such a thing, it wouldn’t exist for me. So what sort 
of thing is it? I have proposed calling such things “system concepts,” 
for lack of any bett er term. And what other sorts of experiences are of 
that same sort? There are many, once you realize that this is a sort of 
perception.

I think that the key to understanding how I think of the levels is to 
get into a mode of observation in which, as they say in Washington 
nowadays, “everything is on the table.” No thought, no concept, 
no background perception can be let go because it “doesn’t count.” 
Everything noticeable counts. Everything noticeable is evidence about 

what at least one brain is doing. If you accept the basic premise that the 
experienced world begins as a set of unanalyzed sensory signals, the 
only conclusion is that everything noticeable is activity in a brain, and 
hence it has to have a place made for it in a model of a brain.

I don’t think that I’ve characterized the higher levels of perception 
very well. The most I hope to get across by the terms I use is the ap-
proach, the idea of calling into question everything we normally take 
for granted, all of the operations and perceptions that we use in think-
ing about and acting on something else. I don’t think we’ll arrive at a 
consensus on the levels until more people go through this very per-
sonal sort of exploration and report their fi ndings.

On a diff erent topic, Bob says: “The new ’aiming point’ is the ‘new 
target’ for the gun crew. The target for the crew is no more, no less 
than that ordered by the commander.” Yes, there are two levels of con-
trol involved here. Considering only the commander’s level, the target 
always remains the same: the position where the shell is intended to 
land. The error is the amount by which the gun crew misses the target. 
The commander must alter the target position given to the gun crew 
slowly, however, to avoid treating dispersion in the patt ern of shots as 
a systematic error.

Bob also says: “It seems to me you are following events around the 
loop, resembling open-loop analysis.” This is indeed diffi  cult to con-
vey accurately. Loop gain is in fact the product of all amplifi cation fac-
tors encountered in one trip around the closed loop, so calculating it 
seems like following events around the loop. To get high loop gain 
when there are transport delays in the loop, one must also use dy-
namic slowing of error corrections, a low-pass fi lter. With the fi lter in 
place, the behavior of the system at low frequencies is just as though 
no transport lag existed. So even though all real systems do entail such 
lags, they can be neglected! A diffi  cult point to get across.

And: “Whether open-loop or closed-loop analysis is appropriate de-
pends on the time scale selected.” I don’t think this is quite right. If 
one does an analysis on a short time scale where delays are visible, but 
neglects dynamic eff ects, a control system with a loop gain more than 
-1 will be incorrectly predicted to be unstable. The existence of large 
negative loop gains can be explained in a sequential analysis only if 
the proper low-pass fi ltering is taken into account—and it is usually 
not taken into account in open-loop analyses.

Consider a control system in which the controlled quantity is equal 
to the output of the system, the input function has a gain of 1, and the 
output function has a gain of 100. If there are lags in this system, as 
there are in all real systems, you would predict on that basis alone that 
the system would go into violent overshoots increasing without limit 
by a factor of 100 on every iteration. But now add a slowing factor 
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that follows the rule: on each iteration, calculate the new output, and 
then let the actual output change by 1% of distance from the previous 
amount to the new calculated amount. This is a low-pass fi lter that 
does not alter the fi nal steady state. The system will suddenly become 
stable; in fact, it will bring the error down to 1% in a single iteration! 
The eff ective long-term loop gain is still 100, so errors will be kept 
small over the long run.

If you try to eliminate the overshoots in this sequential system by 
just lowering the output gain to less than 1, the result will be stabil-
ity, but the error remaining at equilibrium will be 50% of the value of 
the reference signal on the average. So you get stability, but almost no 
control. The high-gain system with the low-pass fi lter will counteract 
errors slightly more slowly, but will eliminate 99% of their eff ects. The 
low-gain system without fi ltering will counteract disturbances instant-
ly, but will cancel only half of their long-term eff ect.

So there is a diff erence between closed-loop and open-loop analysis 
that is independent of the time-scale.

And you say: “I don’t think the fi re chief cares which form of control 
it is as long as the water lands where he or she specifi ed. The chief uses 
a time scale of perhaps minutes, vs. the seconds needed for the water 
to fl ow.” My point was that all components of a closed-loop system of 
this sort are operating literally simultaneously; they don’t take turns 
acting, with no action between. This is how the nervous system works; 
sensors are generating signals at literally the same time that actuators 
are producing forces.

And fi nally: “As suggested, ‘confl ict’ occurs when the time scales 
overlap. If the spott er is repeatedly moved to a new position before 
the operations from the preceding position have been completed, a 
loss of accuracy (perhaps temporary) results.” With proper design, 
the system would work bett er if the spott er were moved immediately, 
rather than waiting for the previous results to come in. This would be 
the right strategy if the calculations were being continuously averaged 
over several shots, as would be necessary to distinguish random from 
systematic errors.

On another topic, you say: “What about those who are not as knowl-
edgeable? How do they manage? What are the categories, etc. that 
they form and live by?” I see your point and agree that it has to be 
considered. My levels are intended to describe categories of experi-
ence that all people (and even animals) employ without any training 
or knowledge. All people perceive and control relationships, by my 
account. They also perceive and control categories, sequences, logical 
functions, etc., not by thinking about it but simply by having the world 
presented to them in such terms by the basic equipment of their own 
brains. I don’t know how to put it bett er than that.

You also say: “Bill, I am troubled by your move from your Fift h 
Order, control of sequence, to discussion of ‘concepts.’ Are these con-
cepts derived from combinations of lower-order perceptual variables? 
If so, how? And which?” The levels as of now (February 1993) are (1) 
intensity, (2) sensation, (3) confi guration, (4) transition, (5) event, (6) 
relationship, (7) category, (8) sequence, (9) program, (10) principle, and 
(11) system concept. Each one, when analyzed into components that 
are not just smaller groups of the same level, proves to be a function of 
perceptions of the next lower level (or lower still). So a system concept 
like physics is drawn from perceptions of many physical principles, 
while principles are drawn from perceptions of many specifi c logical/ 
mathematical operations, and so on down the list.

As to how a perceptual function of one level combines lower-level 
perceptions, I have no idea. The nature of the functions must be very 
complex at the higher levels, or at least of a kind that we can’t analyze 
now. The apparent dependencies were arrived at from analysis of ex-
perience, much as we can see that confi gurations are composed of sets 
of sensations. Also it was helpful to ask how we would go about main-
taining a perception of any given level against disturbances—how, for 
example, we would maintain the principle of honesty. To perceive our-
selves as honest, we set reference signals for certain programs of action 
and thought which we call reasoning or analysis or procedures. None 
of this is very fi rm; I’m just reporting how it seems to me aft er as close 
an inspection as I can carry out. Other people’s opinions are obviously 
needed.

I chose the term “system concept” with the emphasis on “system,” 
not “concept.” In my view, “concept” falls within the range of meaning 
of “perception,” because it’s something we can experience as occurring 
or existing. I could have said “system perception.” It just means the 
sense of an organized entity of some sort being present, the kind that 
is composed of principles, generalizations, heuristics, characteristics, 
whatever you want to call them. Perceiving a specifi c person whom 
you know well leads to this sort of system concept or perception—the 
impression of a particular person, a personality, a system. Shoot, how 
am I suppose to be more specifi c about an idea that’s not very clear to 
begin with?

You go on to say: “To me, a physicist, it [physics] is not ‘a’ concept, 
rather it is a specialized language, including its own special words, 
syntax, etc. It is an assemblage of defi nitions, observations, methods, 
procedures, formulas, derivations, etc., etc.” Yes, that’s what I mean 
by a system concept. The very fact that you can, without enumerat-
ing, refer to all of its components as some sort of bringing-together 
into an “assemblage” of a variety of more specifi c elements shows that 
you have formed a conception of physics as a unifi ed system of ideas, 
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defi nitions, observations, methods, procedures, etc., with the “etc.” 
indicating that the picture includes much that is not enumerated. 
“Physics” is clearly a system concept quite diff erent from “religion” 
or “family.” Enumerating the lower-level details of these other system 
concepts would entail quite a diff erent list.

When you say, “I am a physicist,” the “I” being indicated is associ-
ated with the system concept of physics. For the moment, the center of 
awareness is operating from that position. But when you say “I am a 
father,” the system concept is the one we refer to as “family,” and the 
“I” now takes on new characteristics associated with a diff erent system 
concept.

Or at least that makes a good story.
As to other diff erences, let’s just go along with them for now. I’m feel-

ing a bit overloaded.

Bob Clark: Bill, I was preparing for a fi nal edit of another post on lev-
els when I received your latest post. I am pleased, but not surprised, to 
fi nd our primary views of “the world” have remained identical over 
the years: “This world, to the best of my knowledge, originates in sig-
nals emitt ed into the nervous system by sensory receptors.” And: “This 
means that the world we experience must consist of sensory signals 
and other signals derived from them. The ’other signals derived from 
them’ include the totality of what we can experience, from the taste of 
chocolate to Fermat’s Last Theorem, as well as our experienced ‘inter-
est’ in that Theorem, if any, and any ‘thoughts’ we might have about it. 
Nothing is exempt.” Also: “When I say ‘it’s all perception,’ this is what 
I mean. We live inside a nervous system, and all we know is what goes 
on inside that nervous system.”

Given this viewpoint, with which I completely agree, there are sev-
eral pertinent problems.

You report that your “pre” idea was “att empting to characterize hu-
man beings by identifying levels of control with various aspects of hu-
man functioning.” That does not quite fi t my recollection, but we prob-
ably need not resolve the matt er at this time.

My present views have developed irregularly over the years. They 
have been modifi ed since you and I were in contact in 1987, and further 
developed since I met Greg Williams in 1988. Some of the ideas I have 
been presenting recently are still being revised. I certainly expect fur-
ther changes as discussions proceed—just as I think you also expect.

In your most recent post, you have restated your current view: “Now 
the problem is to classify all of experience, not just experiences of oth-
er people. We might perceive another person driving a screw into a 
piece of wood as showing a ‘skill’ type of control, but this leaves unex-
plained the screwdriver, the screw, the piece of wood, and the relations 

among them.” (An aside: in my view, “skill” is not a “type of control,” 
rather it is a combination of perceptual variables that includes percep-
tion of objects (screwdriver, etc.), the one using the tool, the location 
of the several objects, and the sequence of events and interactions re-
quired in order to “drive a screw into a piece of wood.” This “com-
bination of perceptual variables” includes several less-complex skills, 
such as reaching for the screw, placing it in the required position, etc. 
This entire combination could be referred to as “driving a screw, etc.,” 
which is one among many muscle skills that can be used to accomplish 
higher-order purposes. Thus, “skill” is a category of perceptual vari-
ables, selected for purposes related to interactions with other people 
and distinguished from lower-order variables by combining them (se-
quences of muscle tensions combined with temporal variables) to form 
the specifi c skill selected. Perhaps that is not an “explanation,” but I 
think it is “understandable,” and I hope that it communicates some-
thing of my view of Fift h Order.) You use two familiar, frequently used 
words: “understanding” and “explanation.” Exactly what does each 
“really” mean? I fi nd my dictionary of litt le help here—let me try to 
defi ne them: “Explanation” seems to consist, at a minimum, of being 
classifi ed, that is, placed in a category. That category might or might 
not pre-exist, but to be useful, it probably should contain more than 
one element.

Is a dog “explained” by having its breed specifi ed? Or by naming 
its species? Or by its genealogy? How about its physiology, or neural 
systems? Of course not. Neither is “control of a perceptual variable” 
“explained” by pointing out that its actions resemble those of a nega-
tive-feedback system.

Instead of “explaining” some thing, activity, system, or whatnot, I 
prefer “description” of parts and their connections with each other and 
with other items. “Interactions” among the parts and with other items 
describe its “behavior.” I am prett y sure that this is what you mean.

“Understanding” is the goal of every teacher for his or her students. 
For me, too. However, it seems to me that there are two aspects to this 
concept: internal and external. The “internal” aspect is displayed by 
simply asking, “Do you understand this matt er?” If “Yes” is the reply, 
this signifi es that there is no perceived recognition of inconsistency 
within another’s internal array of information (perhaps aft er modi-
fi cation to include the new material). The “external” aspect is more 
complicated, being displayed by asking the other party to “solve” a 
problem that requires “proper” use of the material to obtain “the” so-
lution. If the result is “acceptable,” it indicates (does not “prove”) that 
the comparable parts of each party’s systems are in agreement. This is 
desirable, of course, because further discussion is facilitated, possibly 
leading to revision (perhaps by both participants).



49

It is interesting that I have had the experience of saying “Yes” to 
the question, but fi nding that the external test reveals some degree of 
“misunderstanding.” Indeed, I think that most people have had this 
experience in one form or another. “Consistency” is demonstrated by 
this procedure, but not necessarily consistency with other parts of ei-
ther party’s systems.

Since our views of the lower levels are rather similar (with the pos-
sible exception of my Fourth Order, temporal variables), we move to 
higher levels.

Here I seek controllable, perceivable variables that are formed by 
combining lower-order variables. It occurred to me that muscle skills 
can be regarded as sequences combined with temporal variables. There 
are many such perceivable combinations. Some are relatively “simple,” 
like walking, pressing fi ngers on butt ons, pulling rubber bands, etc. 
And some are very complex skills, like vocalizing, running, throwing, 
dancing, acrobatics. Thus muscle skills, a group of perceivable, control-
lable combinations, can be assigned to Fift h Order, “skills.” Such muscle 
skills are readily perceived not only in others, but also in oneself. Many 
are learned, some probably have genetic origins. In the process of learn-
ing how and when to use them, variations of many sorts are explored. 
Such experiments and their results are recorded (as “memories”) as 
they occur. Thus, they remain generally available for later use.

What comes next? What would be the nature of Sixth Order activi-
ties composed of controllable, perceivable variables based on combi-
nations of lower-level variables, especially skills of Fift h Order? As I 
was seeking to distinguish Fift h Order from Fourth Order, there was 
a tendency to consider interactions between/among individuals. Thus, 
with Fift h Order assigned to skills, Sixth Order could include all ac-
tivities using combinations of skills for purposes requiring control 
of interpersonal interactions. Examples include games, competition, 
cooperation, government, dubs, businesses, and entertainment. In ad-
dition, language, mathematics, philosophy, systems, principles, and 
programs are included here. Here we fi nd all theories, whether of the 
natural world, the world of imagination, the world of behavior, etc., 
including Perceptual Control Theory.

People generally have some sort of structured views of the nature of 
their surroundings and how to achieve their objectives. Their methods 
might be based on gross misunderstanding, superstition, or whatever, 
but they are suffi  cient for most people most of the time.

Communication, complex combinations of many muscle skills, tak-
ing many forms, is used throughout interpersonal interactions for 
many purposes. Should this be considered another level? In examining 
that possibility, it occurred to me to pay att ention to everyday conver-
sations among my friends and associates. Much conversation pertains 

to Zero Order systems—health, sensations of temperature, and physi-
ological events. There was discussion of combinations of sensations 
perceived as “objects.” In turn, sequences forming postures, move-
ments, etc. were of interest. These various combinations were used for 
ordinary, customary purposes of communication.

As “topics of communication,” these might be called “Modes” of 
Sixth Order, corresponding to Orders of control, without themselves 
being control systems. Topics relating to skills would be Fift h Mode of 
Sixth Order. Those relating to communication and other interpersonal 
variables would be Sixth Mode of Sixth Order. The Modes do not func-
tion as control systems, but they assist in analyzing the structure and 
performance of the systems.

Continuing these observations, one fi nds comments about person-
alities and characters of individuals. What does this mean in terms of 
perceivable variables? The dictionary answers these questions rather 
well: ‘Personality: 1. The visible aspect of one’s character, as it impress-
es others: ‘He has a pleasing personality.’ This looks as though it could 
belong to Sixth Mode of Sixth Order, but it seems to me to go a bit fur-
ther. Thus, we have people who are actors, behaving to portray vary-
ing personalities, emotions, etc. They appear to be controlling their 
behavior to produce certain interpretations by those around them. 
Being “pleasing,” “friendly,” “courteous,” “hateful,” whatever, can be 
controlled, even if contrary to the performer’s own internal feelings. 
Thus “personality variables” can be regarded as controllable, perceiv-
able variables in the performer’s own repertoire. Interestingly, because 
combinations of skills are needed to display these variables, the time 
scale needed to perceive these variables is moderately long vs. the time 
needed for demonstrating lower Modes. “Character: 3. moral or ethi-
cal quality, 4. qualities of honesty, courage, or the like; integrity.” Other 
defi nitions seem too inclusive or specialized. I think this does prett y 
well. Here, there is another increase in the time scale. While personal-
ity can sometimes be demonstrated in a matt er of minutes, character 
requires observation of several incidents distributed over a much lon-
ger period.

These topics, “personality” and “character,” are suffi  ciently diff erent 
from each other and the other Modes of Sixth Order that they could be 
treated as Seventh and Eighth Modes of Sixth Order. Their importance 
in forming “images” of other people also suggests assigning them to 
Seventh and Eighth Modes of Sixth Order. This assignment would im-
ply the existence of Seventh and Eighth Order Control Systems, based 
on corresponding perceptual variables.

This discussion suggests that something like “self image” could be 
considered Ninth Mode of Sixth Order, with corresponding Ninth 
Order control system. This treats personality and character as impor-
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tant components of self image, in addition to all other perceptions of 
whatever composes one’s “self.”

Where and how the DME, “Decision Making Entity,” would relate to 
this structure is postponed for the present.

I am not very confi dent that the above distinctions among personal-
ity, character, and self image are appropriate, but they might be useful 
for discussion.

Conceived, I think, as a truly general theory of behavior, PCT should 
apply not only to observations of the behavior of other people, but 
also to ourselves, both individually and in the process of constructing 
a theory of behavior. “Personality” and “character” certainly can be 
used for describing other people.

On examining my memories of my own behavior, I fi nd that I can 
generally perceive even these high-order variables in my own remem-
bered behavior. Perhaps more important, I fi nd that, if I care to, I can 
generally change my behavior. This might take more time than I like, 
but my perceived and changed behavior has become more nearly what 
I sought.

Further revisions are certainly needed. Perhaps most important, PCT 
should be applied to problems of general interest.

Martin Taylor: On reading Bob Clark’s set of levels and comparing 
it with that of Bill Powers, I am for the umpteenth time reminded of 
the great diff erence between the internal view and the analyst’s view 
of a hierarchy. Maybe I am being unfair, but Bob’s sounds to me like 
the view one would see from the outside, rather than a description 
or model of what goes on inside an organism, whereas Bill’s seems 
addressed to the mechanism inside the organism (again seen by an 
outside analyst).

Bill’s levels deal with diff erent kinds of perceptual input functions 
(PIFs). They speak, from the analyst’s viewpoint, about what the or-
ganism might be controlling, and they have been developed by an or-
ganism that has att empted to consciously perceive what is normally 
unconsciously controlled. It is an empathetic view. Each level exists 
because there is a requirement for a diff erent kind of perception, and 
the diff erences among the levels are (if I understand correctly) only in 
the perceptual input functions characteristic of the diff erent levels (I 
can imagine that the output functions also diff er, but I don’t remember 
that being talked about).

Bob’s levels strike me as speaking to what a social contact might per-
ceive of a person; no single elementary control system (ECS) would 
act at a “skill” level, unless I greatly misunderstand what is meant. 
An external observer can see skill, and the performer, looking from an-
other viewpoint, can assess his or her own skill, but no skill-level control 

system can be extracted from a hierarchy. Maybe Bob can describe a 
skill-level elementary control system and prove me wrong. But I can’t 
at the moment imagine “skill” as a level of control in the way that I can 
imagine “sequence” or “program.”

Bob, you say: “As I was seeking to distinguish Fift h Order from 
Fourth Order, there was a tendency to consider interactions between/ 
among individuals. Thus, with Fift h Order assigned to skills, Sixth 
Order could include all activities using combinations of skills for pur-
poses requiring control of interpersonal interactions. Examples include 
games, competition, cooperation, government, clubs, businesses, and 
entertainment. In addition, language, mathematics, philosophy, sys-
tems, principles, and programs are included here.” All of this is ex-
ternal, isn’t it? You are talking about the applications for which Sixth 
Order systems would be used, not what Sixth Order systems do, or 
how they are constructed. Perhaps what you are saying is that Sixth 
Order ECSs individually contain language models, games models, 
cooperation models, etc. that they use in forming their perceptual 
functions. Such models are, indeed, possible. Symbolic artifi cial intel-
ligence depends on them. But do they belong as intrinsic components 
of individual ECSs?

I think I have become more sensitive recently to the importance of 
separating the external (analyst or observer) viewpoint from the in-
ternal viewpoint. Many of the issues raised in recent postings seem 
to hinge on a failure to note, and sometimes on a tendency to mix, the 
two viewpoints. The organism can control what it can perceive, and it 
cannot perceive its feedback paths, other people’s perceptions or refer-
ences, or its own outputs. But the analyst can perceive feedback paths 
and the outputs of other organisms and can develop implausible theo-
ries that require the organism to perceive them. S-R theory cannot work 
if it requires the organism to control R, for example. The analyst can 
see that under relatively undisturbed conditions, there is a moderately 
consistent relationship in an experiment between S and R, as the ana-
lyst perceives them, and makes the unjustifi ed claim that the subject 
produces R as a result of perceiving some transform of S. But the fact 
that the analyst can perceive both doesn’t mean the subject can.

Many posters to the net, myself included, fall into the trap of writing 
about something the analyst can see as if it were something the ana-
lyzed organism can see, and asserting or assuming that the analyzed 
organism uses that property in some way. I don’t know how to avoid 
this problem it is built into our language. Seeing that the problem ex-
ists is one way to avoid being caught by it. Sometimes.

Rick Marken: Excellent post, Martin! I think that the diff erence be-
tween Clark’s and Powers’ levels might be based on more than the 
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internal/external distinction, but your discussion of that distinction 
was brilliant. I agree with you that it is probably the essence of the 
diff erence between the PCT and the conventional perspective on be-
havior.

Bill Powers: Bob says: “You use two familiar, frequently used words: 
‘understanding’ and ‘explanation.’ Exactly what does each ‘really’ 
mean? I fi nd my dictionary of litt le help here—let me try to defi ne 
them: ‘Explanation’ seems to consist, at a minimum, of being classifi ed, 
that is, placed in a category.” The problem with this sort of defi nition is 
that all you get is a claim that the thing to be explained is like (or at least 
classifi ed with) something else, which generally is also unexplained. 
Then Bob says: “Instead of ’explaining’ some thing, activity, system, or 
whatnot, I prefer ‘description’ of parts and their connections with each 
other and with other items.” I like this bett er. To explain a phenomenon 
is to describe its operation at a lower level. So models are explanations 
of the phenomena that they reproduce. Then: “The ‘external’ aspect 
[of “understanding”) is more complicated, being displayed by asking 
the other party to ‘solve’ a problem that requires ‘proper’ use of the 
material to obtain ‘the’ solution. If the result is ‘acceptable,’ it indicates 
(does not ‘prove’) that the comparable parts of each party’s systems are 
in agreement.” Yes, the question when someone says, “I understand 
what you mean” is just what the other person’s understanding is. This 
is the basic problem of communication.

Bob, you say that “‘skill’ is not a ‘type of control,’ rather it is a com-
bination of perceptual variables...” This might be a diff erence between 
our approaches that I hadn’t recognized. My levels are supposed to 
be types of controlled perceptual variables and, by implication, the 
systems that control them. When I label one level “programs,” I don’t 
mean just a level where programs are executed. I mean a level where 
we perceive what program is being carried out, and continually correct er-
rors if we perceive a deviation from the correct program. An example 
would be watching people play cards. Aft er a while, watching the play 
proceed, you recognize the rules in eff ect, and say, “Ah, they’re playing 
fi ve-card stud.” Then, if someone violates a rule of fi ve-card stud, you 
can perceive the error and (unwisely perhaps) point it out to the play-
ers to get them to conform to the rules. A rule is a form of program. To 
say “combination of perceptual variables” doesn’t tell us much unless 
you say what kind of combination you’re talking about.

You say: “Thus, ‘skill’ is a category of perceptual variables...” I agree 
with that: it is a perception at the level of categories in my defi nitions 
of levels. The category level is where we use one perception (here the 
noise or series of marks, “skill”) to refer to a collection of perceptions 
of lower order.

Bob Clark: Bill and Martin, instead of making specifi c comments on 
your recent posts, I am off ering comments of a more general nature.

Martin, you have focused on a general concept: “viewpoint.” In view 
of your remarks, I am trying to summarize my (present) orientation 
in the following. This turns out to be much more diffi  cult than I ex-
pected—and probably will change with additional review.

My general view. Quoting Bill: “We live inside a nervous system, and 
all we know is what goes on inside that nervous system.” As I noted in 
an earlier post, that is also my viewpoint.

Categories. When I investigate what I have available (“inside that 
[my] nervous system”), I fi nd several easily identifi ed categories. Many 
other categories can be used as desired. I fi nd the following categories 
particularly convenient and useful:

1. “Decision Making Entity” (DME; “Center of Awareness”). This is 
the entity that “uses” viewpoints. “I” is not used because it tends to 
include too much. This entity can direct its att ention to any of the neu-
ral signals entering the central nervous system. It can shift  its att ention 
rapidly from one signal (or group of signals) to another. It also can 
select which of the available signals has its att ention at any given time. 
It responds to “built-in” reference levels by selectively “paying more 
att ention” to some signals than to others.

2. “Recording Function”; “Memory”; “Conscious”. This is the entity 
that forms records of signals to which att ention is directed. Att ention 
can shift  fast enough that it appears that all signals are recorded. 
Mere “exposure” to perceivable events seems to be insuffi  cient for re-
membering. Conscious att ention, i.e., perception, appears necessary. 
Teachers, parents, supervisors, etc. are invariably concerned that their 
students “pay att ention.”

3. “Perceptual Signals”; “Att ention”. These are the signals to which 
the DME’s att ention may be directed. From time to time, the DME 
selects them from the available signals. These form two groups: a. 
“Sensory signals” reporting the current condition of all physiological 
systems with neural connections to the central nervous system. They 
can form various combinations, resulting in production of additional, 
derived, sensory signals. b. “Imaginary signals” are recorded sensory 
signals and other recorded signals as selected by the DME. The imagi-
nary signals include all perceptual signals derived from recordings. 
Generally, they are organized in some manner by the DME for conve-
nience and accessibility. Such organization will distinguish between 
those coming from “external sources” and those coming from “internal 
sources.” When selected by the DME for examination, they resemble 
audio-visual-sensory recordings. They normally run from past time 
events toward the present, and the DME can extrapolate them to fu-
ture time. Likewise, memories can be combined in various ways, both 
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sequentially and simultaneously. In this respect, they resemble editing 
of videotapes.

4. “Output Signals.” These signals are recorded in the memory to-
gether with the corresponding perceptual signals. Aft er review, the 
DME determines the “desired” eff ects on the perceptual signals. The 
DME then applies the remembered perceptual signals to the corre-
sponding output systems. They act as “reference signals” for the sys-
tems connected to them. Eff ects are determined by the nature of the 
systems to which they are connected. The DME cannot directly per-
ceive these signals (they are not “incoming”), but their eff ects are de-
termined by observing corresponding perceptual signals.

5. “Comparator Function.” The DME makes its selections on the ba-
sis of comparison of the “desired” eff ects with the anticipated results 
off ered by alternative sets of imaginary signals in relation to current 
sensory signals (and their combinations).

Viewpoints regarding the hierarchy. Martin, I have already been think-
ing about pointing out alternative views of the basic feedback-con-
trol system. However, you have focused on a more general concept: 
“viewpoint.” When I apply that concept to a minimal system, I fi nd 
fi ve identifi able viewpoints. Perhaps others can be found. Diff erent 
viewpoints might call for diff erent classifi cations and defi nitions of the 
hierarchical levels/Orders.

1. The “User’s” view. The User’s DME selects the desired condition 
(activity, etc.) of his/her own system, as it relates to its surroundings 
and applies the indicated reference signals. The User observes the re-
sulting activity, etc. for possible deviation from intended performance. 
If deviations are observed, corrections are applied as indicated. The 
corrections are selected from memory, including anticipation, analy-
sis, and theory (as the User understands them). This process continues 
as long as results are acceptable. If the results are not within limits, 
changes might be needed in the remembered structures. Although the 
concept of a hierarchy is not essential for the usual User, it can be very 
helpful when there is diffi  culty in fi nding adequate results.

2. The “Engineer’s” view. This view is “objective,” in that the Engineer 
treats the subject as external to himself or herself, omitt ing the part(s) 
he or she plays in this activity. The Engineer studies the details of the 
various elements of the system(s) and their interconnections. Each ele-
ment is evaluated in terms of the relation(s) between its input(s) and its 
output(s), expresses them in logical/mathematical terms, and analyzes 
the results. If this is unacceptable, modifi cations of one or more ele-
ments and/or interconnections are examined for possible alternatives. 
The Engineer supplies standards of performance selected from his/her 
memory by his/her DME. In this process, the Engineer’s DME controls 
the activity. Although the concept of a hierarchy is not essential for the 

usual Engineer (many are quite successful without it), it can be very 
helpful in more complex and multi-dimensional situations.

3. The “Outsider’s” view. The Outsider, that is, his/her DME, is ob-
serving the activities of another “living-behaving” entity. His/her in-
formation about that entity is derived exclusively from his/her own 
input systems—sensory, as modifi ed and interpreted by his own 
established internal systems. He/she uses his/her knowledge to con-
struct a description of the internal structure of the other entity. All 
of this activity, together with the conclusions, is stored in his/her 
memory and continues to be available for future application, modifi -
cation, etc. These activities might include discussions, etc. with other 
Outsiders. Although the concept of a hierarchy is not essential for the 
usual Outsider/Observer, it can be very helpful in analysis and inter-
pretation of results.

4. The “Experimenter’s” view. This view is also “objective,” in that 
the Experimenter treats the subject as external to himself or herself. He 
or she assumes that the subject’s reference levels are determined by the 
Experimenter’s instructions combined with the subject’s pre-existing 
decisions. The Experimenter selects and applies some action to the sub-
ject’s externally accessible inputs. The results are interpreted in terms of 
whatever behavioral theory he/she wants to apply, Although the con-
cept of a hierarchy is not essential for some experimental purposes, it 
can be very helpful both in experimental design and interpretation.

5. The ‘Theorist’s” view. The Theorist pays att ention to all of the views 
listed above, as well as any others that can be proposed. He/she resembles 
the Experimenter in searching for confi rmation or denial of proposed 
theoretical and/or analytical ideas. The User’s and Outsider’s views pro-
vide additional data for evaluation of proposals. The Engineer’s view 
provides guidelines as to the logical and technical limitations that are in-
trinsic to the external surroundings. Although the concept of a hierarchy 
is not essential for some theoretical purposes, it off ers the most inclusive 
and eff ective theoretical framework I know of.

Two views of hierarchical levels/Orders. These are both Theorist’s views:
1. Bill Powers’ view: “My levels are intended to describe categories 

of experience that all people (and even animals) employ without any 
training or knowledge.” Bill is concerned with “categories of experi-
ence.”

2. In my own approach, I have focused on the perceptual signals as 
they combine to form the hierarchy. “Hierarchy” is defi ned in Behavior: 
The Control of Perception, page 78: “This model consists of a hierarchi-
cal structure of feedback control organizations in which higher-order 
systems perceive and control an environment composed of lower-or-
der systems; only fi rst-order systems interact directly with the external 
world. The entire hierarchy is organized around a single concept: con-
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trot by means of adjusting reference-signals for lower-order systems.” 
I am concerned with categories of perceptual signals as they combine 
to form a hierarchy of perceptual signals.

Martin Taylor: Bob’s “Engineer’s” viewpoint is fi ne, but in using it, 
the engineer must try to empathize with the many viewpoints that oc-
cur at all places within the system. If point A is a perceptual signal that 
has as part of its input a sensory signal B, the engineer cannot assume 
that every variation in B is refl ected exactly in A. The question must be 
“what does A see of the variation in B” before the engineer can prop-
erly assess what will happen at A. None of Bob’s viewpoints seem to 
me to be of the class that I might call “internal.”

From the outside view, there is a complex in the world that seems 
to be what the “subject” is controlling. It is the experimenter’s view 
of the putative controlled environmental variable (CEV). The theorist 
outsider can also “see” the subject’s perceptual signal that is the actual 
controlled variable. As far as the subject is concerned, that signal is the 
CEV. It is all that the ECS in question can know about the state of the 
world.

There are various kinds of “outsiders,” as Bob has pointed out. One 
of them is the DME, which views all sorts of signals in the hierarchy. 
All outsiders use their own perceptions, rather than the one actually 
being controlled by the observed ECS. It is from the outsider’s view-
point that we can see a dichotomy between the CEV in the world and 
the perceptual signal. The subject cannot see it.

The outsider, who might be using very precise measuring instru-
ments, can see that there are discrepancies between the state of the 
putative CEV and the state of the derived perceptual signal, even if the 
total perceptual input function is correctly interpreted. These discrep-
ancies have to do with the resolution of the perceptual system. The 
subject might not be able to detect that any individual discrepancy ex-
ists, but he or she might be able to detect the possibility that discrepan-
cy exists, by virtue of the success of control. (This is much the same in 
principle as the way astronomers judge the numbers of meteor craters 
on the moon that are smaller than they can see, or the way ecologists 
judge the number of species not yet identifi ed.)

The perceptual signal, in this way of looking at things, does not de-
fi ne the CEV. It defi nes the operations on the sensed world that create 
the CEV, but the CEV is a structure in the world, not in the mind. It is 
a conceptual structure that mirrors the mind, and it might not be de-
tectable to anyone else than the mind that created it, but, nevertheless, 
it is in the world, not in the mind. For example, a CEV might be “the 
distance between my fi ngertip and my nose.” Forgett ing the irregular-
ities of skin and the like, there is a perceived value for that CEV—the 
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perceptual signal that corresponds to it. If I hold up my fi nger, I might 
perceive that distance as stable (or nearly so, with a slow drift ), but I 
know from other information that if I could only see it, there is a rapid 
oscillation in the distance. Someone with a laser interferometer could 
probably measure fl uctuations that are not in my perceptual signal. 
But I would say that they are in the CEV that the perceptual input 
function determines. So, the CEV is not defi ned by the perceptual sig-
nal; it is represented by the perceptual signal. It is defi ned by the per-
ceptual input function.

There’s a hidden issue here, one that relates to reorganization. There 
is no CEV that corresponds to the function that causes the actions of 
the subject to control an intrinsic variable. Reorganization controls the 
control operations, but it does not work on any perceptual signal in 
the usual sense: a perceptual signal based on a function of sensory 
input variables. Reorganization works, but it works only because the 
behavior of the world (unperceived) is factually stable over periods 
longer than the time it takes to reorganize. That factual stability can be 
inferred from the success of the reorganization. It cannot be perceived 
(I’m tempted to say “in principle,” but I don’t know if I could argue 
that). An outsider with a perceptual function that operated over a long 
time scale (I include memory here) could perceive the stability that 
permits reorganization to happen. Likewise, with a normal perceptual 
signal and its corresponding CEV, an outsider could perceive discrep-
ancies between the CEV and the perceptual signal that represents it, 
even though the user of the perceptual signal cannot. But, as with reor-
ganization, the user of the perceptual signal might possibly infer that 
there is a factual discrepancy.

I realize that the word “factual” in the above paragraph raises its 
own issues about boss reality and the like. I assume that all such issues 
are resolved against the solipsist position.

Bob Clark: Perhaps the following will clarify my earlier post.
The Engineer’s goal seems to be the construction, at least in prin-

ciple, of an assembly of hardware (or equivalent computer-cum-soft -
ware) that performs the same way that a human (or, perhaps, a simpler 
organism) does.

Some Engineers approach this in terms of levers, gears, pulleys, etc. 
arranged so that inputs (“disturbances”?) at certain locations result 
in movements at other locations. By adding suitable -leading” terms 
(time derivatives) and “lagging” terms (time integrals), these systems 
can be made quite eff ective for specifi ed applications.

The PCT Engineer, if that is a suitable term, bases his/her design on 
the properties of negative-feedback control systems. These are com-
bined into a hierarchical structure, HPCT, assembled and modifi ed to 
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operate according to his/her desires. The Engineer proceeds by select-
ing from his/her inventory of memories, including physical and other 
principles, in order to bring his/her proposed structure into correspon-
dence with his/her view of human behavior.

The design might include “recording and playback” capability, as 
well as ability to “reorganize” itself. In principle, these are both in-
cluded in HPCT.

The following remarks bring up another subject, one that can lead, I 
think, to some very interesting and helpful results.

Over the last 10 days, I have tried to write this material from sev-
eral diff erent viewpoints. Each is pertinent and interesting, but it tends 
to become too long and complicated for a reasonably short post. This 
viewpoint appears to off er a framework that can be used to explore 
additional important (useful) subjects.

The Decision Making Entity (DME) can be considered from sever-
al viewpoints. Each is interesting, but the Theorist’s is the most gen-
eral, and it might be the most useful. This viewpoint is defi ned here 
by paraphrasing and quoting from Behavior: The Control of Perception 
(page 18).

The HPC Theorist proposes to construct a “model of the brain’s in-
ternal organization” where “observed behavior is deduced... from the 
way in which these internal entities interact with each other and the 
external world.” These entities have been chosen not only to “behave 
properly,” but also to fi t anatomical hints about the nervous system, 
physical models of the organism and its environment, subjective expe-
rience, and elementary mathematical logic.

1. Primary concepts: greatly condensed summaries of Behavior: The 
Control of Perception.

A. “Behavior is the control of perception”; “perceptual variables.”
B. The negative-feedback control system and its intrinsic properties.
C. The hierarchical structure of negative-feedback control systems.
D. Problem-solving programs: fi xed instructions with choice-points.
E. Intrinsic variables (genetically determined).
F. Reorganization: change in the properties or number of compo-

nents.
G. Memory: recording and playback switches.
These concepts, with their analysis and development, cover a re-

markably large range of human (and other) activities. However, this 
structure is largely fi xed in form, changing only by the addition of new 
recordings or reorganization. Problem-solving programs, including as-
sociated choice points, are composed of recordings. They are derived 
from combinations of recordings and/or reorganizations. New pro-
grams result only from new/rearranged recordings and reorganization. 
This results in limited fl exibility, leading to several problems.

2. Possible problems.
A. Minor changes in behavior might be needed because of inade-

quate or “incorrect” problem-solving programs. Reorganization is un-
necessary and not initiated.

B. Minor changes in behavior might be needed because of inade-
quate or “incorrect” recordings. Reorganization is unnecessary and 
not initiated.

C. An operator is needed to control the recording-playback switches.
D. A source of reference levels is needed at the top of the hierarchy.
E. Arbitrary action is observed in the absence of intrinsic error.
F. Initiative is observed but not explained in present PCT.
G. Anticipation of unexpected events is observed but not explained 

in present PCT.
H. Errors, accidents, and misdeeds are observed but assignment of 

responsibility is not provided in present PCT.
I. Subjective reports (“User’s view”) of the processes of selecting 

among alternatives are not described in present PCT.
J. An “Observer’s view” of subjects’ unexpected actions is not de-

scribed in present PCT.
A Decision Making Entity (DME) is proposed as a partial solution to 

these problems. The concept seems to be generally taken for granted 
and accepted by many people—including most (if not all) of those on 
CSGnet. Such acceptance is demonstrated by the frequent use of the 
fi rst person singular. “DME” is proposed as a name for this concept 
when personal associations are removed, leaving nothing but the pro-
cess of selecting from among alternatives for action. It off ers a straight-
forward way to solve some of the above problems, and possibly others, 
by the addition of a single element with its associated capabilities and 
characteristics. This concept is consistent with several others discussed 
in Behavior: The Control of Perception, and it helps clarify the operations 
and relations within HPCT, as summarized above.

3. Operation of the DME: summary.
A. Reacts to att ention-gett ing events.
B. Searches for relevant memories (by association and/or content).
C. Compares their anticipated results.
D. Selects those preferred on the basis of selected guidelines. 
E. Puts them into eff ect by using them as reference levels for selected 

Orders within the hierarchy.
These and other topics can be discussed separately. Enough for now.

Martin Taylor: Bob says: “A Decision Making Entity (DME) is pro-
posed as a partial solution to these problems. The concept seems to be 
generally taken for granted and accepted by many people—including 
most (if not all) of those on CSGnet. Such acceptance is demonstrated 
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by the frequent use of the fi rst person singular.” Count me among the 
nonacceptors. Your DME sounds very much like the old homunculus 
who sits behind the sensors and eff ectors, manipulating. How does it 
work? Does it have its own litt le hierarchy?

Bob Clark: Martin, from my (“Observer’s”) viewpoint, your latest post 
is equivalent to two decisions: 1. “Count me among the nonacceptors” 
is equivalent to your having decided that the fi rst person singular does 
not refer to a Decision Maker. 2. The posting of your decision to the net 
is equivalent to a second decision.

Who, or where, is the “me” included in your post and involved in 
creating it? Please explain your alternative(s), with or without using 
PCT. Remember, I am assuming a situation where both the established 
“nodes” or “choice-points” are, for any reason, unable to provide a 
“decision,” and intrinsic error is neither present nor anticipated.

My dictionary gives “homunculus, n. 1. a diminutive human; midget. 
2. a fully-formed, miniature human body believed, according to some 
medical theories of the 16th and 17th centuries, to be contained in the 
spermatozoon.” I don’t think you intend the term “homunculus” to be 
taken literally per the defi nition above. More important, in my posts 
I have tried to restrict the capabilities of the DME to those without 
which it could not perform its defi ning function: making decisions. 
Can any of these be omitt ed? Should any others be added?

How does the DME work? See my earlier posts. Here is another at-
tempt to describe the essential characteristics of a Decision Making 
Process—a DME in operation.

It is assumed that no built-in automatic branch-point is available, no 
intrinsic error currently exists, and no intrinsic error is anticipated. I 
have tried to limit this description to those items without which deci-
sions cannot be made. Thus, the proposed items are these:

Current perceptions. The DME selects the signals to which it directs 
its att ention. They are selected from among the incoming neural sig-
nals available. These signals are available for use as feedback signals 
if needed.

Current objectives (reference levels, etc.), if not already in operation, 
are selected from recordings of past decisions, events, etc.

Past perceptions: recordings (memories). The DME fi nds recordings 
both by named addresses and by similarities of content. They could 
result from simple “recognition” (“reminders”), or (more or less) ex-
tensive searches for relevant material.

The recordings found are examined for relevance and possible ap-
plication (“feasibility”) to current perceptions (perceived situation).

5. The recordings are further examined, by imagination, for antici-
pated future eff ects as they relate to current, relevant reference levels.

The entire hierarchy is available to serve as the output function for 
the DME. In ordinary situations, only limited, selected portions will 
be needed.

On the basis of the above examinations, etc., the DME selects and 
activates a recording. The DME’s selection can be arbitrary. The record-
ing selected can consist of revised and/or combined recordings.

If this is a “homunculus,” so be it.
For the Perceptual Control Theory of behavior to be complete, it 

seems essential to me that “decision making activities” are included 
somehow.

In addition, I think that these elements are consistent with most, if 
not all, of the ideas either stated or implied in Behavior: The Control 
of Perception.

Finally, to repeat: please let me know your (Martin’s) procedures for 
making ordinary decisions, and what part (?) of you (Martin) does it.

Martin Taylor: Bob asks: ‘Who, or where, is the ‘me’ included in your 
post and involved in creating it? Please explain your alternative(s), 
with or without using PCT.” Two questions and an assumption. I rec-
ognize the existence of consciousness in me, and I extend you the cour-
tesy of assuming it exists in you. I have no explanation of it, other than 
the simple presumption that its content must be based on signals in 
the hierarchy, and that it is not itself such a signal. Consciousness is a 
multi-dimensional experience. “Me” is an element of consciousness.

The assumption: that this is a “User’s” viewpoint. What I mean by 
a “User’s” viewpoint is that you can take account of only the signals 
accessible at that point. The User’s viewpoint of an ECS is not that of 
a person within whom the ECS operates. It is consideration of what is 
accessible at some point within the ECS oft en the perceptual signal, 
but possibly one of the other signals. Your DME does not have a User’s 
viewpoint of the action hierarchy. It has access to signals from all over 
the hierarchy.

What is a “decision” within the control hierarchy? It must happen 
at the program level or above (assuming Bill Powers’ set of levels). 
Below the program level, there might well be multiple means to 
achieve any particular perceptual signal value, but the variation of 
means must be caused by diff erences in the reactivity of the world. 
The increase of diffi  culty (I sometimes say “impedance”) of one low-
er-level control might mean that a higher-level perception is brought 
under a control by an entirely diff erent set of actions. This is not “de-
cision” as I understand it. It is a natural consequence of there being 
a non-linear system with more (in this situation) degrees of freedom 
for output than there are perceptual degrees of freedom being con-
trolled at a high level.
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Something nearer “decision” can occur within the hierarchy below 
the program level, when possible actions are played through imagina-
tion loops in various ECSs. I suspect that this happens all the time, and 
is not switched. The eff ectiveness or otherwise of this imaginary con-
trol might aff ect the real gains of diff erent ECSs, resulting in diff erent 
real patt erns of action when the imaginary control is actualized. Again, 
there is the appearance of decision without any actual decision.

At the program level, “decision” is intrinsic to the level. It is the 
nature of the program level to select among sequence reference lev-
els, and there, decisions have an explicit place within the hierarchy. 
I would think that they would be accessible also at higher levels. But 
that’s prett y high in the hierarchy.

If you are talking about a Powers type of hierarchy, you must be talk-
ing about the program level or above, because below this level there 
are no choice points. The PIFs do not permit them.

How does one “anticipate” intrinsic error? One can’t even perceive it 
when it does occur, according to Powers. I don’t think it is relevant to 
the issue of the DME.

You say: “I don’t think you intend the term ‘homunculus’ to be taken 
literally per the defi nition above.” No, of course not. One of the reasons 
that behaviorist psychology became popular in the early years of this 
century was that people saw that most of the 19th-century psychologi-
cal theories were recursive. To explain what a human did, they in eff ect 
passed the results of sensory processing to a “litt le man in the head” 
who decided which levers to pull and push to make the muscles work. 
All of the issues of the psychology of the human were incorporated 
within the LMITH, and he was usually called “the homunculus.”

You also say: “The DME selects the signals to which it directs its 
att ention. They are selected from among the incoming neural signals 
available. These signals are available for use as feedback signals if 
needed.” On what basis is this selection made? What is the perception 
that the DME is controlling by means of varying its choice of neural 
signals? “For use as feedback signals” in what control loop?

And: “The entire hierarchy is available to serve as the output func-
tion for the DME. In ordinary situations, only limited, selected por-
tions will be needed.” So the hierarchy is the environment on which 
the DME operates, exactly as does the Powers reorganizing system? 
Your seven characteristics certainly seem to indicate this. But how 
does the DME itself operate? Is it controlling anything? If so, what can 
it be controlling but its own perceptions? And if it is controlling its 
own perceptions, do not the same considerations apply to it as to the 
main hierarchy: it is a hierarchy of perceptual control systems, need-
ing a sub-DME to make decisions on its behalf, such as what signals in 
the hierarchy to att end to?

“If this is a ‘homunculus,’ so be it.” Well, it still sounds like one, in 
that it solves an acknowledged problem within the control hierarchy 
by replicating the problem at a new level. The recursion, as with the 
original psychological conception of the homunculus, is potentially in-
fi nite.

“For the Perceptual Control Theory of behavior to be complete, it 
seems essential to me that ‘decision making activities’ are included 
somehow.” Yes, but why must they be outside the control hierarchy? 
Isn’t the program level adequate? Remember that in the Powers sys-
tem, perceptual input functions may accept any neural signal as input, 
though in our diagrams and analyses we usually consider only the 
perceptual signals of the next lower level of control.

“Finally, to repeat: please let me know your (Martin’s) procedures for 
making ordinary decisions, and what part (?) of you (Martin) does it.” 
If I knew that, I would join the ranks of those making pronouncements 
about the truth of the world, and I might be rich in the bargain.

Look, my problem with the DME as an entity isn’t a matt er of faith 
that everything can be solved within the main hierarchy (though I like 
to think that true, and it is one reason I continue to think of local reor-
ganization instead of postulating a separate reorganizing system). My 
problem with the DME is that it seems to do the same kind of job with-
in the main hierarchy that the main hierarchy does in the outer world. 
That means that the DME must need its own DME, which needs its 
own DME, which.... In other words, introducing the DME does not 
seem to solve the problem it addresses. If I misunderstand what the 
DME is supposed to be, then I’m quite happy to retract all I have said. 
But I have indeed read your postings, and refrained from comment 
for lack of time. I simply didn’t want silence to be taken as acceptance 
when you made that an issue.

Bob Clark: Martin, thanks very much for your prompt and thoughtful 
reply to my last post.

Before turning to your specifi c remarks, I’d like to state “where I’m 
coming from.” It seems to me that the present theory is incomplete in 
certain respects, and that it would be much more useful if ways could 
be found to improve it. Here I point out two places where it is incom-
plete:

1. Behavior: The Control of Perception, Chapter 5, Memory, pages 220 
ff ., and Figure 15.3 showing two position switches. Here, the four pos-
sible combinations of the switches are described in terms of “modes.” 
Aft er discussing these modes, we fi nd on page 224: “Note how skill-
fully I bypassed the question of what fl ips the memory switch. ‘One’ 
fl ips it! I plead guilty to obfuscation—the model obviously lacks some 
details which I am not now prepared to supply.”
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2. Chapter 13, Higher Levels, pages 173 ff .: “I must now account for 
choice of particular system concepts as ninth-order reference levels, and 
I can’t.” Also: “So I must say for the time being that this is my model of 
behavioral organization, as far as it concerns the ongoing performance 
of a competent adult human being. I must leave questions unanswered, 
hoping that others will fi nd this approach interesting enough to expand 
upon and modify.” Then: “Another possible—even probable—source 
of ninth-order reference levels is memory.” Further: “The solution that 
I prefer for this problem involves a discussion of learning of a particu-
lar type, and so will be presented later.” This “learning of a particular 
type” is, of course, the reorganizing system, genetically determined 
and operating outside the hierarchy with intrinsic error providing the 
driving force. See Chapter 14, Learning. (Incidentally, this system was 
originally proposed as the “Negentropy System,” with essentially the 
same properties as the present “reorganizing system.” It was proposed 
in order to account for observed changes in the operation of the sys-
tems composing the hierarchy. It was regarded as operating “outside” 
of the hierarchy—without defi nition of “outside.”

The “one” in the fi rst item above is regarded as existing, some-
how, somewhere. I am suggesting a more meaningful name that will 
help identify the “items” needed to accomplish the indicated results. 
Perhaps Decision Making Entity (DME) is not the best name for this, 
but some equivalent seems to me unavoidable. I have previously listed 
seven items which seem to me necessary for the DME to perform its 
switching function eff ectively.

The DME is proposed in order to account for certain observable 
events called, perhaps loosely, “decisions.” Many of these are read-
ily accounted for in terms of the existing hierarchical structure, in-
cluding preset “choice-points,” as discussed in Behavior: The Control 
of Perception, Chapter 14, Learning, pages 177 ff .: ‘Programs are fi xed 
lists of instructions (reference levels for lower-order systems in human 
beings) with choice point in the lists. Both memory and present-time 
inputs are important elements.... the same list of operations remains 
in use, and... the subprograms may retain their same organization. All 
that changes is the path followed through the network of contingen-
cies, all possible paths being determined when the writing of the program is 
fi nished.” (Italics added by me.)

Although a mature adult might have adequate programs to cover all 
possible situations, it seems unlikely. It seems especially unlikely for 
an infant, where a major part of its learning consists in learning such 
programs.

Operation of the reorganizing system might account for those “deci-
sions” when an intrinsic error exists. “Decisions” made in the absence 
of intrinsic error require other operations.

Martin, you say: “Consciousness is a multi-dimensional experience.” 
I’m afraid I don’t know what this means. To me, “consciousness” refers 
to the condition of the perceptual systems. If they are in working order, 
the individual is “conscious.” I think this is consistent with the follow-
ing (Behavior: The Control of Perception, page 200): “Consciousness con-
sists of perception (presence of neural currents in a perceptual path-
way) and awareness (reception by the reorganizing system of dupli-
cates of those signals, which are all alike wherever they come from).”

Martin, you also say that “‘me’ is an element of consciousness.” Is 
“me,” then, a subgroup of perceptual signals assigned the label “me”? 
In the same sense as the “tree in the yard”? Is it always passive? Is it 
sometimes active? In what manner, subject to what conditions, if any?

You say: “What I mean by a ‘User’s’ viewpoint is that you can take 
account of only the signals accessible at that point.” “Point” in the hi-
erarchy, or “point” in time, or both?

“It is consideration of what is accessible at some point within the 
ECS, oft en the perceptual signal, but possibly one of the other signals.” 
If “it” refers to the “User’s” viewpoint, I don’t understand this state-
ment either.

“Your DME does not have a User’s viewpoint of the action hierar-
chy.” Since I don’t understand your defi nition of User’s viewpoint, I 
cannot comment.

“It has access to signals from all over the hierarchy.” Yes, this is what 
I said.

You ask: “What is a ‘decision’ within the control hierarchy?” Your 
discussion here seems to consist largely of a description of the or-
dinary operation of the hierarchy, using its existing choice-points at 
whatever levels might be required. I am concerned with situations in 
which problem-solving programs are, perhaps, incomplete or other-
wise unable to provide needed solutions. But, at the same time, no 
intrinsic error exists.

“If you are talking about a Powers type of hierarchy, you must be 
talking about the program level or above, because below this lev-
el there are no choice points!’ So I am suggesting a situation where 
there is no suitable “program” available, with or without pre-existing 
choice-points. Perhaps this is rare, although at early stages of develop-
ment there might be rather few eff ective “programs.” Here is where a 
DME might produce action before any intrinsic error develops.

“How does one ‘anticipate’ intrinsic error? One can’t even perceive 
it when it does occur, according to Powers.” Martin, do you agree that 
it is possible to “anticipate” some possible future events? Do you plan 
your posts before sending them? In giving a talk, do you plan for pos-
sible questions or interruptions? Is a toothache an intrinsic error? Do 
you remember having one? Or any other intrinsic error? Do you go to 
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the dentist to avoid a future toothache? Do you take action to avoid 
repeating a situation involving an intrinsic error?

Also: “What is the perception the DME is controlling by means of 
varying its choice of neural signals?” It is controlling its perception of 
the overall situation as it relates to an unexpected event. This includes 
its examination of those memories that seem to be related.

And: “... in what control loop?” In whatever control loop has a prob-
lem, but lacks a pre-existing problem-solving program.

Aft er referring to my sixth point, you off er: “So the hierarchy is the 
environment on which the DME operates, exactly as does the Powers 
reorganizing system? Your seven characteristics certainly seem to in-
dicate this But how does the DME itself operate? Is it controlling any-
thing? If so, what can it be controlling but its own perceptions?” Very 
pertinent and important questions.

First, the DME has a strong resemblance to the ‘Powers reorganizing 
system.” It diff ers in that it only operates with respect to those percep-
tions that have its att ention, whether selected arbitrarily or in response 
to some att ention-gett ing event. This is in contrast to the reorganizing 
system, which is in contact with all intrinsic signals all of the time.

Second, as long as the established hierarchy has no problems, the 
DME need not be active, but it is capable of arbitrary action, perhaps 
“curiosity.”

Third, its primary source of material to use as inputs to the hierarchy 
is the contents of the memory. There is litt le discussion, in Behavior: The 
Control of Perception or otherwise, of the contents of the memory. But, 
aft er all, without the memory there really is no hierarchy beyond the 
genetically determined neural pathways. Note, again, that the reor-
ganizing system output seems to be arbitrary, if not entirely random, 
making no use of contents of the memory.

Fourth, aft er either the reorganizing system or the DME acts, the DME 
can review (in imagination) those actions as they were recorded in the 
memory. They can then be described in terms of a “problem-solving 
program,” complete with choice-points. Indeed, this additional pro-
gram becomes available for future use. It seems to me that this is prett y 
much the way these problem-solving programs come into being.

Thus, the DME needs no hierarchy of its own. When there is a prob-
lem, it provides assistance to the hierarchy based on selection from the 
contents of the memory.

In our early work, Bill and I were both greatly concerned with possi-
ble circularity or other recursive properties of the developing theory.

The DME requires at least the beginnings of a recording function and 
the formation of memories. These are included, as noted above and in 
Behavior: The Control of Perception Chapter 15, Memory, within the 
present theoretical structure.

Martin, you say that your “problem with the DME is that it seems to 
do the same kind of job within the main hierarchy that the main hier-
archy does in the outer world.” If I thought so, I, too, would reject the 
DME concept. Instead, I see it as playing a critical part in the develop-
ment of the hierarchy.

I hope that I have shown you where and why I think the DME con-
cept off ers a useful extension of the original theory.

Thanks again for your interest, questions, and ideas.
I’ve been essentially out of touch with PCT developments and dis-

cussions for some 25 years! Migawd, Bill published his book in ‘73, 
and I’ve been away from Chicago since 1968! (There was a brief corre-
spondence with Bill in 1987.) Indeed, I only learned of Bill’s book from 
Greg Williams in late 1988! Greg was also kind enough to provide me 
with a copy of Robertson’s book. These contacts have led me to join 
the CSG and the net. I am still not familiar with the several viewpoints 
represented by the members of the Group.

However, during those years I have been applying the ideas Bill and 
I initiated, adding my observations, and developing my viewpoints, 
while engaged in other activities. I have had opportunities to work 
with and study a variety of organizations (including business, manu-
facturing, lobbying, political, government, sales, tax exempt, etc.). I 
have been in a position to participate in and observe their operation, 
planning, viewpoints, concepts, etc. I have also played a major part in 
the formation and operation of several organizations.

I fi nd that having the underlying concepts of a hierarchical array of 
feedback control systems readily at hand has been very useful in all of 
these activities, enabling me to participate at whatever level interested 
me.

Currently, I am exploring possibilities for involvement with local 
business, school, and government activities. I don’t yet know how it 
will work out, but it should be interesting! It is intriguing to observe 
how ordinary people doing ordinary things recognize and use the con-
cepts underlying Pa without any need for formal technical, scientifi c 
ways to communicate them.

Propagation of these theories is not my primary purpose—rather, 
I hope to fi nd ways to assist people in achieving their goals. I expect 
that they will gradually fi nd that certain PCT terms and concepts are 
helpful.

Bill Powers: Bob, I no longer think of intrinsic error as limited to 
purely physiological variables. For example, the presence of chronic 
signifi cant error signals in any control systems of the brain is itself an 
indication of something amiss, and would fi t the basic defi nition of an 
intrinsic error. It’s also possible that the scope of the reorganizing sys-
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tem has evolved along with the structure of the brain that permits us to 
develop higher levels of control systems. So I don’t object too much to 
your concept of the DME, which apparently operates in terms of crite-
ria considerably more advanced than physiological states (“appropri-
ateness,” for example). Perhaps your DME is simply a more evolved 
version of the primitive “Negentropy System” with which we began 
almost four decades ago.

I do have one argument with your DME, which is that it seems to 
have many capabilities that I would rather see as aspects of the learned 
hierarchy. In my development of ideas about levels in the hierarchy, I 
tried to isolate types of perceptions that at least in principle could be 
controlled by learned control systems. Anything of that nature clearly 
doesn’t belong in the system responsible for shaping organization, 
because what is learned is not present at fi rst, yet the process of re-
organization has to work from the beginning. I see too much that is 
systematic and algorithmic in your descriptions of the DME and what 
it does. If those were stripped away and assigned to the learned hierar-
chy instead, I think our concepts would come much closer together.

Bob Clark: Bill, I think we are, in fact, very close indeed. Dividing 
ideas into their components—and naming them—can be very helpful. 
Your remarks relating the old “Negentropy System” to your evolving 
concept of the “reorganizing system” suggest a need for some form of 
“intermediate system.” Such a concept can be placed on a continuum, 
with a “pure intrinsic error-driven system” at one end and a “random, 
arbitrary curiosity system” at the other, leaving your evolving reor-
ganizing system to combine with a “structured memory-using” sys-
tem—the DME—in between.

The “pure intrinsic error-driven system” operates at a level of des-
peration, having been driven beyond organized eff orts, no longer able 
to access existing memories. At the same time, the Recording Function 
continues to produce records that become available for later access.

The “curiosity system,” on the other hand, operates when the indi-
vidual is awake, alert, and without any immediate actions called for. 
Perhaps this is close to a state of “boredom,” or perhaps is a “standby” 
condition, waiting for something to happen. The Recording Function 
would also (of course) continue to produce records that become avail-
able for later access.

The intermediate system (DME) would be characterized by its use 
of memories as the source of ways to achieve the goals (provided by 
higher levels), that are currently dissatisfi ed. As previously described, 
it would use memories as a guide for the selection of promising actions 
in seeking the goals in question. This would include anticipation (via 
imagination) and application of learned problem-solving programs 

where they seem useful. Memory would also be a source, perhaps re-
sulting from application of problem-solving programs, of reference 
levels for application throughout the hierarchy.

Of course, this entire process could be no bett er than the assortment 
of memories available to the individual at the time they are reviewed. 
Since this entire process is recorded together with continuing current 
perceptions, the result can be considered a form of “reorganization,” 
at least of the learned systems.

You comment, Bill: “I see too much that is systematic and algorith-
mic in your descriptions of the DME and what it does. If those were 
stripped away and assigned to the learned hierarchy instead, I think 
our concepts would come much closer together.” I sympathize with 
your view here. These “systematic and algorithmic” aspects are partly 
due to my diffi  culty in describing my concept of the operation of the 
DME without using language and concepts typical of the learned hi-
erarchy. I have tried to distinguish between the “pure” DME and a 
description of the logical requirements for it to perform as defi ned. 
The suggestion of a “continuum” might be helpful, with “purely 
learned” reorganizing systems supplemented on occasion by action 
of the DME. This results in the role of the DME being a bit “mixed,” 
in the extremes, with those of the “pure reorganizing system” and the 
“curiosity system.” Perhaps we can devise bett er ways to describe and 
distinguish among these concepts.

Aft er all, these verbal systems, as well as theories in general, exist 
only in our memories (and memory supplements called “books,” “pe-
riodicals,” etc.)!

I hope we can move ahead with this, Bill, because there are several 
more areas for discussion.

You might be interested in the developments as I become more in-
volved with the local city, Forest Park. By selecting suitable time scales, 
all aspects of Hierarchical Perceptual Control Systems become appar-
ent! This includes intrinsic error, learned systems, reorganizing sys-
tems/DME, and curiosity! Fascinating!

Forest Park, Ohio: Population about 20,000, about 30 miles north of 
downtown Cincinnati. About 600 businesses, about 75 of which are 
members of the Forest Park Business Association. A few years ago, I 
helped revise the by-laws of the FPBA—I was a member of the FPBA 
Board at the time. Forest Park’s government uses a City Council-Mayor 
with a City Manager. I have a copy of their Charter, which impresses 
me very favorably. (At one time or another, I have been involved in 
writing/revising various by-laws as well as working with the results, 
so I have some basis for evaluation.)

It didn’t take long to identify each level of an HPCT system as it op-
erates. In addition, the major orientations of several individuals were 
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observable as they cooperated and interacted in supporting their mu-
tual interests. These observations are also helpful identifying labels for 
the several levels.

It is fascinating to observe the way the participants think of (read: 
“perceive”) their own actions and interactions. By and large, their 
thinking is PCT-type thinking—they have goals, personal- and com-
munity-, which they are working toward achieving. It is very straight-
forward, with very litt le S-R contamination.

I fi nd Control Systems Group members repeatedly concerned with 
gett ing some kind of recognition from the “scientifi c community.” 
This is a losing game—the “scientists” hold the cards. They select the 
independent variables, the dependent variables, the time scale—and 
arrange to have any relevant reference levels held constant. Any devia-
tion from these rules guarantees rejection.

Instead, how about working with applications of HPCT? I’ve been 
doing it, informally, for about 30 years. This can be done without hav-
ing to teach anyone the special lingo used in HPCT—most of the key 
concepts needed in HPCT are already available in everyday language. 
One only needs to look for them. The applications could be presented 
(possibly for publication?) in a form that shows how these methods 
work and how the ordinary language of application can be expressed 
in generalized abstract theoretical terms. Aft er all, a great many “prac-
tical” applications were used in many fi elds long before “modern” 
theoretical methods were developed.

Applications that HPCT Might Explore

Learning in contrast to teaching
Confl ict resolution (internal, interpersonal, intergroup, etc.) 
Social systems
Economic systems
Management principles
Government (at all levels)
Argument vs. persuasion
Marketing and sales
Decision making by groups
Motives
Emotions
Cooperation
Personality
Development (of individuals and species)
Genetically determined neural systems
Planning
Character

Anticipation
Memory playback 
Freedom
Responsibility
Consciousness

Quite a list—presented here “off  the top of my head.” Most of these 
have concerned me at one time or another, and they seem to be to be 
highly relevant to HPCT treatment.

In several places in Behavior: The Control of Perception, Bill notes some 
uncertainty and expects later additions and revisions. I fi nd the “estab-
lished” designations of higher levels very logical—but not very useful 
in att empting to work with “real people.” Sometimes the PCTers don’t 
look very “real” to me.

Bill Powers: Bob, putt ing the concepts of PCT into ordinary language 
as you suggest is a fi ne idea, and I endorse it. There are sticky spots in 
doing this, however: those where PCT and common sense part com-
pany. Many people speak of emotion, for example, as if it’s something 
that the outside world does to them, and with which they must then 
try to cope. It’s not easy to present a compelling case in ordinary lan-
guage for the idea that emotion is part of voluntary action and is the 
product of the person’s own att empts to seek goals.

The higher-level defi nitions of behavior in HPCT aren’t meaning-
ful until you translate the terms into real experiences. For example, in 
your interactions with government types, you have probably seen that 
many of them state “facts” about human nature—what “people” are 
like, what to expect of them, and so on. These are system concepts, as I 
think of them. You probably also hear many people stating generaliza-
tions; not specifi c programs for actions, but principles of action. In gov-
ernment, they are oft en called policies, where the program-level stuff  
consists of rules, regulations, or laws stated in if-then terms, designed 
to suit an overall policy at the principle level such as equal treatment, 
fair pay for adequate work, loyalty, and so forth.

The concept of PCT itself is a system concept. It is composed of prin-
ciples like control of input and resistance to disturbance, which de-
scribe no particular control system but are meant to apply to all con-
trol systems however they are designed. At the program level, control 
becomes a mathematical-logical model containing specifi c quantita-
tive relationships, no one operation being a control system or accom-
plishing control of input in itself. The “emergence” of control from the 
quantitative relationships among parts of control systems is evident 
only to a higher level of perception, the principle level at which we 
perceive the principles of control. And from these emergent principles, 
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once we can perceive enough of them, there emerges the concept—the 
yet-higher-level perception—of an autonomous self-organizing hier-
archy that constitutes human nature itself: a system concept.

Once you start translating from the too-formal terms of HPCT, you 
can begin to see the phenomena to which these terms were intended 
to point. Everyone has principles and system concepts. All you have 
to do to believe this is to sit in a blue-collar lunchroom day aft er day 
and listen in on the conversations. Listen to the people talking about 
union problems, about work rules, about unfair treatment given to one 
person or another. Ask their advice on how to get along in the com-
pany, and you will be drenched in principles. Ask how they think the 
company should be organized, and you’ll get clear statements of sys-
tem concepts, not to mention lots of descriptions of errors at that level. 
(All of which, I must admit, makes me wonder about the relationship 
of language to these levels—how can such things be described? Some 
aspects of language must surely operate at the system-concept level, 
too or higher.)

Behind the simple terms in my proposed levels, there are phenom-
ena that I think are quite real and observable, at all of the levels.

Bob Clark: Bill, my suggestion regarding “ordinary language” was 
for PCTers to select from and use that language. Listening to others 
can be very useful, revealing much about the concepts, ideas, theo-
ries, observations, etc. that are, in fact, in use by “real people.” To me, 
your “simple terms” are far from simple, and I agree that there are 
such “real and observable” “phenomena.” I fi nd it much more useful 
to work with these phenomena, rather than your abstract (and reason-
able) classifi cations. To do this, I look for words/concepts with more 
immediate relations to the levels of the hierarchy.

Bill Powers: Bob, your recommendations about ordinary language 
are very much to the point for communicating control theory under 
everyday circumstances. This is really the “end-around play” that Dag 
Forssell proposes—forget about the Establishment of psychology and 
go directly to the people. Control theory, however, contains concepts 
which are not already in the vocabularies of many audiences, and the 
existing words usually mean something that has to be overcome be-
fore the wanted meaning can be communicated. By trying to make 
PCT concepts seem too familiar, in the hope of gett ing a friendly re-
action from the audience, one can end up convincing them only that 
there’s nothing new in it.
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Two Views of Control-System Models

Hans Blom: What is the fastest way to get a spaceship to Mars? The
solution is well-known, although impractical: apply full thrust until
you are at the exact midpoint of the trip, turn your ship around and
apply full thrust again, braking until you arrive at Mars with zero speed.
This is an example of what is called “bang-bang” or “minimum time”
control, a control paradigm quite different from the “stabilizing con-
trol” that is usually discussed on CSGnet. Features of bang-bang con-
trol are these: (1) outputs are either zero or at their maximal limits, (2)
the only important parameters are the times at which outputs go from
zero to maxima, or from maxima to zero, (3) in general, it is quite diffi-
cult to find optimal values for those times, and (4) for long periods of
time (between the decision points), it might seem to an outside ob-
server that control is absent, because nothing changes—because there
is no modulation of the outputs.

This is discussed in “The Neural Control of Limb Movement,” by
William S. Levine and Gerald E. Loeb, in the December 1992 issue of
IEEE Control Systems. Does the organism use bang-bang control? No.
“The experimental data... show a substantial deviation from the opti-
mal control model.” Why is that? Partly in order to protect the organ-
ism: “the feedback from the joint sensors, while certainly present, would
be too late to prevent injury if a human jumper tried to perform a math-
ematically optimal [i.e., top-performance] jump.” And partly because
“it is important for both biologists and control engineers to remember
that the control systems that have been invented to date are almost
certainly a meager subset of all possible types of control and even of
all control methods used in biological systems. Thus, the study of bio-
logical systems should not be confined to testing whether their perfor-
mance is compatible with control schemes invented to date but must
include detailed examination of their inner workings to discover new
types of control.”

Some type of stabilizing control is needed in all cases where full-time
control relative to a setpoint cannot be relinquished even for a moment.
But stabilizing control is incompatible with top performance, such as in
sports. In high jumping, only the maximum height of the jump is im-
portant, not the full trajectory. In the Mars rocket, the output resources
are used at 100% capacity during 100% of the time; the only control
decision is to find the exact point in space-time of the turnaround. Math-
ematically, due to the nonlinearity of the problem, finding this point is
generally intractable and therefore usually a matter of trial and error
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(search) or creative insight. In humans, finding the optimal decision
points requires a considerable period of tuning and fine-tuning (train-
ing).

The authors pose more questions than they provide solutions: “much
more work needs to be done before the above suggestions can be called
a theory.” Yet, in my opinion, this paper provides some insights into
why stabilizing control, which works so well in ordinary circumstances,
breaks down when maximum performance is required.

Bill Powers: Hans, human control systems are pretty close to the  de-
sign limits set by the materials used. It’s possible, for example, for an
arm muscle to pull itself loose from its attachments to the bones, if feed-
back is lost and an energetic movement is attempted. Even with an in-
tact set of control systems, tendons and muscles can be ripped loose if
an emergency situation results in sending abnormally large reference
signals to the spinal motor neurons.

The “substantial deviation from the optimal control model” that
Levine and Loeb mention might not be a deviation from what is opti-
mal for the whole human being using the control system. Control mod-
els of an arm usually propose the application of torques at each joint,
but in the human system there are no motors at the joints. Instead, there
are nonlinear muscles attached in clever ways that produce many kinds
of torques, some through clever linkages (as in the two bones of the
forearm), and some by having the muscle wrap around the joint in a
strange way (like the biceps).

Even the muscles work differently from the servo motors that engi-
neers use. They don’t apply forces directly, but by shortening the con-
tractile elements in the muscle to alter the resting length of the series
spring component. In principle, a movement could be carried out by
suddenly shortening all of the contractile elements in a muscle and stor-
ing energy in the spring components, then letting the spring compo-
nents execute most of the movement without any further expenditure
of muscle energy until time for deceleration. Actual movements work
somewhat in this way. This is something like the solution for maximum
rocket efficiency given a finite fuel supply. In fact, the human system is
far more efficient than any robot so far invented; it moves 100 to 200
pounds of weight around all day expending only two or three kilocalo-
ries of energy and using less than 0.1 horsepower of total muscle out-
put power. And the fuel supply has to support not just the muscles, but
the brain and the general metabolic requirements.

The reason a human being can’t perform a mathematically optimal
jump is simply the rocket problem: you would need to produce an im-
pulse of muscle force of zero duration and infinite amplitude. That would
hardly be a feasible solution for a servomechanism, either.

The “feedback too slow” argument turns up even here, doesn’t it?
Actually, the speed of feedback in a human control system is just right—
to explain the behavior we see.

And you also say: “But stabilizing control is incompatible with top
performance, such as in sports. In high jumping, only the maximum
height of the jump is important, not the full trajectory.” Human beings
hardly ever control the “full trajectory.” They control the variables that
matter to them. Rodney Brooks has the right idea here: don’t plan tra-
jectories, avoid obstacles. It isn’t necessary to know where obstacles
will be, if the system has sensors that can detect proximity to an ob-
stacle.

“Stabilizing control” is something of a misnomer, suggesting that all
that a control system does is to keep something constant. More gener-
ally, it makes the perceptual signal track the reference signal. This means
that a control system for producing a directed force (as in throwing a
ball or launching a high jump) can make the sensed acceleration have
the right magnitude and direction right up to the moment of release.
When we learn how these perceptions must change in order to have a
desired result remotely or later, we vary the reference signals to repeat
the experienced thrust as nearly as possible, and we get pretty dose. Of
course, if we got too dose, people would stop doing such things—or
they’d set the bar higher, or put the target farther away, until errors in
control once again made the game interesting.

I think that when normal human movements such as walking are fi-
nally modeled fully, we will find that the system uses as little energy as
possible, letting momentum and spring effects carry most of the move-
ment through, with muscle contraction being used primarily to trim
the result into a useful form. When we walk, we choose a pattern of
walking to control that is as dose to the zero-energy pattern as possible,
given the higher-level goals of actually getting somewhere in a reason-
able time. Only when we have some reason to get there faster, as in
running a rare, do the control systems try to produce patterns that cost
a lot of energy. And even then, the patterns finally chosen are pretty
efficient—after all, the fuel supply and distribution have to suffice to
get the body to the finish line.

Hans Blom: Bill, you say: “Human beings hardly ever control the ‘full
trajectory.”’ If that is the case, “new types of control,” which do not try
to maintain minimum error between reference values and perceptions
at all times, might provide superior performance in some cases. Or
greater ease. When I fly to New York, I (attempt to) control my destina-
tion, but in the plane I have to trust the pilot. Part of my trajectory will
be, as far as I am concerned, ballistic.

What makes control in organisms so difficult to study is the simul-
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taneity of a great many different ongoing goals, whose importance
might, moreover, fluctuate from moment to moment due to influences
beyond our control and usually beyond our knowledge. Only in the
simplest of experiments one variable can be considered to be con-
trolled, if at all. “Keep your finger pointed at the knot.” But the sub-
ject also has to control the upright position of his or her body and
otherwise keep all sensory channels open, if only to hear you say,
“You can stop now.”

Still, a high jumper wants to jump as high as possible, period. An
objective measure is provided to test that performance. All else is unim-
portant (within limits, see below). What more can you ask for? There is
no prescribed trajectory to be followed; a new world record often is an
unprecedented experience for the jumper.

Human control systems normally function well within design limits.
We have very little experience with operation near those limits: pain
effectively causes us to stay away from them. But pain is carried by
slow nerve fibers; in emergencies, the experience of pain can arrive too
late to prevent harm. Is a case where “tendons and muscles can be ripped
loose” really an indication of “an intact set of control systems”? I con-
sider that to be pathology, a control system gone haywire, operating
beyond its design limits. I would maintain that one of the most impor-
tant of an organism’s objectives is, at all times, not to seriously damage
itself. But that cannot be formalized by control in the usual sense of the
word, that is, a perception following a reference signal. The control sys-
tem is operating under constraints, i.e., it must stay away front certain
experiences with a high probability of success. Short-term goals are
rarely important enough to jeopardize long-term goals, which need an
intact organism.

You say: “The reason a human being can’t perform a mathematically
optimal jump is simply the rocket problem: you would need to produce
an impulse of muscle force of zero duration and infinite amplitude. That
would hardly be a feasible solution for a servomechanism, either.” Im-
pulses are not required, step functions will do nicely. After all, a trainer
just wants to study the peak performance that a real individual is ca-
pable of, given his/her motor equipment, and search for whatever means
there are to teach him/her to fire his/her nerves in such a way that this
peak performance is reached.

Also, Levine and Loeb do not say that feedback is too slow; bang-
bang control requires very accurate timing. They say that when the need
for performance becomes extreme, protection mechanisms are required
to prevent muscles and tendons from being torn loose. Feedback from
those protective sensors would probably be too slow if training did not
slowly familiarize the high jumper with the sensations that they pro-
vide. (Much of psychotherapy seems to serve the same function: trying

to get the client “in contact” with his/her feelings without being over-
whelmed by them.) This is much like walking as dose to the abyss as
you dare without risking the damage that a fall would cause. The fall
would provide you with feedback, of course, but you wouldn’t want
that feedback, would you? (In psychotherapy, one of the frequent goals
is to show the client that much of his/her “fear of falling” is imaginary,
and that the abyss is much farther away than he/she thinks. This, too,
is a difficult and often fearful type of exercise.)

You say: “Human beings hardly ever control the ‘full trajectory.’ They
control the variables that matter to them.” Yes. And bodily (and men-
tal) integrity matters a great deal.

You also say: “‘Stabilizing control’ is something of a misnomer, sug-
gesting that all that a control system does is to keep something con-
stant. More generally, it makes the perceptual signal track the reference
signal.” Exactly how would you know that the jumper follows a refer-
ence signal when for the very first time he/she jumps higher than he/
she ever did before? How does the reference signal get established in
the first place? I do not allow the answer that it is an “imagined” refer-
ence signal; that would be impossible to either prove or refute, and it
would therefore be unscientific (following Popper). I do allow the an-
swer that the reference signal is discovered “by accident,” through trial-
and-error learning. But that would mean that the very first time there
was no reference that could be followed, i.e., that not all behavior (here:
peak performance) is control of perception.

Perception is not the only human capability that we depend on to
control our behavior. Sometimes memory will do: a child will stay away
from a hot stove after having been burned by it only once. Sometimes
“knowledge,” such as from a newspaper, will do: stay away from
Chernobyl for a while. In neither case do you control for an exact dis-
tance from the feared location, you just want to keep at least a mini-
mum distance away from it.

Maybe we have a different conception of what perception is. For me,
perception is everything that my senses register and what can be de-
rived from that. You might include memory as some type of “observa-
tion” through “inner senses.” Is that what you mean?

That leaves the discrepancy of wanting something and not wanting
something. More philosophically, I think that this distinction explains
what gives us freedom. There is not one optimal location that is dic-
tated by a match between our inner drives (reference levels) and our
perceptions of the outside world. I do not dispute that we have refer-
ence levels and that we use our perceptions to get us dose to them. I
just want to add something like “negative reference levels,” things to
stay away from. Freedom is a name for ranges in n-dimensional objec-
tive space where you can move about “at will,” because the objective
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function is flat. It is as if you try to find the highest peak in a mountain
range, and once you get there, you discover a wide, high-altitude table-
land.

An example: you get conflict when the heater is set to 22 degrees Cel-
sius and the air conditioner to 20 degrees. You get a region of “free-
dom” if the heater is set to 20 degrees and the air conditioner to 22
degrees.

As a control systems designer, I do not create control systems in the
hope that they function correctly; hope has no place in the model. I do
not rely on things going right only usually. I specify an objective func-
tion that I know will lead to a correct design. And if I cannot guarantee
correctness, I will at least strive for optimality in some sense, such as
longest mean time between failures or longest time before first failure.
Would evolution be sloppier, given its billions of years of experimenta-
tion?

I assume that evolution, through a harsh billion-year-long struggle
for survival, could have come up with some pretty clever solutions to
the control problems that have arisen. E. coli has a funny (partly ran-
dom) but clever control law that results in what is called a biased ran-
dom walk This “primitive” control law serves it quite well; E. coli is far
more numerous than Homo sapiens. Higher organisms have other (bet-
ter?) control laws, some of which we seem to have more or less uncov-
ered (control of voluntary muscles in humans) and which resemble lin-
ear quadratic control, at least as long as muscles function well within
their force limits. Linear quadratic control works well in stabilization,
i.e., stand-still and slow movements. In other cases, we know that there
are better control laws. An example of that is when peak performance is
required and the forces that muscles can deliver come to their limits. In
that case, the nonlinearities of the actuators cannot be neglected any
more, and linear quadratic control becomes sub-optimal. Intuitively, I
agree with Bill Powers when he supposes that there is only one control
law that governs the control of muscles. Linear quadratic control is, in
my opinion, its more readily understandable “special case,” just like
Newtonian physics is a more readily understandable special case of
general relativity.

People are very good (but often highly nonlinear) controllers. More-
over, it is my perception that people have a whole range of control
schemes and frequently even apply the appropriate one at the appro-
priate time. This is a continual source of amazement (and envy) for con-
trol engineers who generally do much worse.

I know by now what perceptual control theorists mean by the mantra
“organisms control perception.” As so often with jargon, it is an abbre-
viation for a whole philosophy and only understandable for those who
have gotten to know that philosophy. It is right, from a certain perspec-

tive. From another perspective, organisms control their outputs. I find
it hard, in a control loop, to see one apart from the other. But, of course,
sometimes you concentrate on the one, sometimes on the other. Very
often, the output is controlled as well, for example in cases where dif-
ferent actions are possible (steak or salmon?), all leading to similar per-
ceptions (great food!). Then you actively have to choose between out-
puts (“I would like...”).

Perception is controlled by actions; actions are controlled by percep-
tion Remember the loop!

I agree with Bill Powers’ “it’s all perception” in the sense that per-
ceptions (of the outside world and of our inner physical and mental
mechanisms) are the only sources of information available to us. But
perceptions are built upon and result in higher-level things that I would
not call perceptions any more. Beliefs, superstitions, the “facts” of our
lives. All those together constitute what I call a model (of the world,
ourselves included). A model is, technically, always a simplification,
and always has a purpose. That it is a simplification is due to the facts
that we have experienced only a limited set of perceptions, and that
our processing of those perceptions must be done by a mere three
pounds of flesh. Models are never unique; it is always possible to trans-
late one model into another, equivalent one. Sometimes a simple, ap-
proximate model works well enough, sometimes only a very complex
and very accurate one will do, depending upon the goal that it serves.
The highest purpose of the biological model is, in my opinion, best
described by Dawkins: transmission of genes. Everything serves that
supreme goal. The evolutionary process has weeded out every organ-
ism that did not serve its purpose well enough. A high degree of opti-
mization has taken place during billions of years, and in that sense all
currently existing organisms can surely be called well-designed con-
trol systems. Control systems, because they need to achieve a goal.
There are numerous ways to achieve that goal. Viruses, bacteria, cats,
and humans do it differently, thus far equally successfully. All other
goals are sub-goals, designed through evolution to serve the one su-
preme goal. The sub-goals of each organism are uniquely related to its
potential for actions, i.e., its body. A virus needs very few perceptions
to achieve its goal; it mainly relies on the forces of nature (“free” en-
ergy) to work for it. A human, on the other hand, cannot survive with-
out a great many perceptions.

In short, I think that the PCT perspective is extremely valuable when
you study human behavior. A different perspective might be better for
me, because I study very simple things like control systems. Let’s by all
means keep exchanging perspectives! Sometimes it seems less limiting
to have two different perspectives on the same reality at the same time.
Could that be why binocular vision proved to be successful?

76



Control engineers have a broader conception of control than you seem
to have. Control does not necessarily imply feedback. In fact, engineers
prefer non-feedback systems if at all possible, because they cannot pos-
sibly have stability problems. Regrettably, non-feedback control is pos-
sible only if the system to be controlled in invariable and not signifi-
cantly subject to disturbances.

I think that by now I understand what perceptual control theory is
about. I have followed and enjoyed the discussions for more than a year
now, mostly quietly. Once in a while I grab the chance to vent some of
my ideas, which are more or less related, hoping for a useful reply—
usually not in vain. Reconciliation is not what I look for; I find that
friction—clashing points of view—generates much more creative en-
ergy. Engineers and psychologists are not dose neighbors. They speak
different languages, have a different culture, and work on different prob-
lems, although it is fascinating to discover similarities. I believe that
engineers can learn as much from psychologists as the other way around.
Doesn’t this net show it?

Bill Powers: Hans, you say that “‘new types of control’, which do not
try to maintain minimum error between reference values and percep-
tions at all times, might provide superior performance in some cases.
Or greater ease. When I fly to New York, I (attempt to) control my des-
tination, but in the plane I have to trust the pilot. Part of my trajectory
will be, as far as I am concerned, ballistic.” I think you’re going about
this backward. When we study human behavior, we aren’t comparing
it with some “optimal” or “best” way of controlling. We’re just trying to
understand what people are actually controlling under various circum-
stances. In some regards, people control things very well indeed, by
clever means that surpass what any engineer knows how to build. In
other ways, people control stupidly and poorly, and suffer the conse-
quences.

More to the point, people use the means available to achieve what-
ever degree of control is possible. When I buy a ticket on an airplane,
show up for the flight, and strap myself in, I have done all that is pos-
sible to get myself to the destination by that means of transport. So that’s
all of the control I have; if the plane is hijacked to another destination,
that disturbance is beyond my ability to resist. All I can do is wait until
the plane lands and I can get off it, and then start controlling again for
getting to the destination by some other means. It could easily be that I
would have arrived at the destination sooner, even without the hijack-
ing, by taking a bus. But I didn’t think of that. People are not optimal
controllers; they just do the best they can.

You say: “What makes control in organisms so difficult to study is the
simultaneity of a great many different ongoing goals, whose importance

might, moreover, fluctuate from moment to moment due to influences
beyond our control and usually beyond our knowledge.” The hierar-
chical model helps here, because higher-level goals change more slowly
than lower-level goals. Many of the fluctuations in conditions are just
disturbances, which lower-level systems automatically compensate for
by adjusting lower-level goals. Much of the apparently chaotic nature
of behavior becomes more understandable when we ask about higher-
level goals. We can then understand many external events as distur-
bances, and we can see how the changes in detailed behavior oppose
their effects. This reveals regularity where formerly we couldn’t see any.
I think that most behavior is actually quite regular, once we understand
what’s being controlled at many levels.

You’re right about the fact that more variables are under control than
we can measure in any one experiment. But it’s interesting that without
much trouble we can get those other variables to remain constant enough
to get good repeatable data.

You say: “Still, a high jumper wants to jump as high as possible, pe-
riod. An objective measure is provided to test that performance. All else
is unimportant...” The highest-level goal is to win the contest, not to
jump as high as possible. There is strategy involved, as well as just try-
ing to produce maximum effort. Some jumpers will pass at a certain
height, saving their strength for later. they don’t try to jump at all. Also,
if you assume that every time you see a high jumper, the objective is to
jump as high as possible, you will usually be wrong; most of the time,
the high jumper is just trying to go high enough to clear the bar. On
many other occasions, the jumper might not be concerned at all with
controlling for height. The jumper might be working on the approach
or the takeoff, or the form at the peak of the trajectory, or the flip that
raises the legs at the critical instant, and not be worrying at all about
maximum height. You can’t tell what a person is doing just by looking
at what the person is doing. The Test for the Controlled Variable helps
you to understand what is actually being controlled (as opposed to what
you logically assume is being controlled).

You say: “Is a case where ‘tendons and muscles can be ripped looser
really an indication of ‘an intact set of control systems’? I consider that
to be pathology, a control system gone haywire, operating beyond its
design limits.” Certainly it is. If pathology is involved, it is a higher-
level system that is misusing its lower-level control systems. Is it patho-
logical for a father to lift a Volkswagen off his child, suffering born
muscles and ligaments (and a lot of pain) as a result? When a person
shoots himself in the head, all of the control systems for grasping the
gun, aiming it, and pulling the trigger are working perfectly well until
the last moment; all that’s haywire is the higher-level system that has
chosen this outcome. And even that choice might not be pathological, if
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the person is facing torture or the pain and humiliation of a vicious
disease by staying alive.

And: “I would maintain that one of the most important of an
organism’s objectives is, at all times, not to seriously damage itself.”
Normally, perhaps. Not always.

You say that “bodily (and mental) integrity matters a great deal.” I
disagree. This is like saying that organisms control for “survival.” Or-
ganisms control specific variables relative to specific adjustable refer-
ence levels. An outcome of doing so might be that the organism “sur-
vives” or preserves “physical and mental integrity,” but that is not a
concern of the organism. It’s an opinion of a third-party observer. I
don’t think that there is any reference signal specifying survival or
integrity. Organisms don’t survive or preserve their integrity, anyway.
They all die.

You ask: “Exactly how would you know that the jumper follows a
reference signal when for the very first time he/she jumps higher than
he/she ever did before? How does the reference signal get established
in the first place?” The trajectory is a side-effect of controlling variables
that the jumper can control. It is not itself a controlled variable. Once
the jumper has left the ground, there is no action that can alter the tra-
jectory of the center of gravity. There are, of course, many variables that
can be controlled during the trajectory, such as the relative configura-
tion of the parts of the body. These can make quite a difference in whether
the bar falls or not, but they have no effect over the path followed by the
center of gravity. One of the tricks of high jumping is to control the
body’s configuration so that the center of gravity passes under the bar
while the body itself passes over it. That process is under continuous
control all during the trajectory.

I think that competitors control what they can control: the approach,
the takeoff, and the body configurations. The outcome depends on how
well they are able to control those variables.

The peak height of the trajectory, perceived over dozens or hundreds
of occasions, might be a controlled variable if there are things the jumper
can do to affect this average peak height. The associated control sys-
tem would be very slow, and would operate by adjusting many lower-
order reference signals for such things as practice time, amount of ef-
fort, adjustments of form, and so forth. During any one jump, of course,
this averaged perception can’t be controlled. But over time, the jumper
can gradually raise the reference signal for height jumped, as long as
this is consistent with maintaining the necessary elements of the jump
in the right forms. On the initial jump of a competition, no jumper
strives for maximum height. The reference height is set comfortably
above the bar, but no higher than necessary.

I think you would have a dearer picture of the PCT approach if you

kept the hierarchy in mind. The first time anything is accomplished,
there can be no reference signal derived from experience of accomplish-
ing it. At worst, one can have reference signals only for the lower-order
components of perceived behavior that are to be put together in a new
way. There are many possible ways for that to happen, including in-
struction followed by imagining the meaning of the instructions. At best,
you’ve studied movies of someone else doing it and have some concept
of the coordinations required.

On the first attempt, one seldom achieves perfect control. But the first
attempt provides a perception of doing the control action, and from
that experience, more realistic reference signals can be selected. Also,
the new control system’s parameters are probably not set to the best
possible values; reorganizing them takes many trials, too.

To speak of “the” reference signal being “discovered” doesn’t sound
right to me. A reference signal is variable; it can be set to high or low
levels. In any complex behavior, reference signals must be varied dur-
ing the behavior if high-level perceptions are to be controlled at their
given reference levels. Even when a behavior is well-practiced, the ref-
erence signals can be set to different states within the possible range. As
I said, a jumper doesn’t set a reference signal for the maximum possible
jump early in the competition; you don’t see champion pole vaulters
clearing a 15-foot bar by five feet. I don’t think that “maxima” have
anything to do with it, anyway. The jumper simply sets a target height
that is enough above the bar to clear it. When the bar is set too high, the
target is still set above the bar, but now the jumper can’t produce lower-
level control actions sufficient to dear the bar, and fails.

If a jumper really set a reference signal for “maximum height’’ (say,
one kilometer), there would be an enormous error signal, and the out-
put function would saturate, destroying control. To achieve maximum
performance, one should set the reference signal just slightly above the
level that the maximum possible efforts can achieve.

You say: “Maybe we have a different conception of what perception
is. For me, perception is everything that my senses register and what
can be derived from that. You might include memory as some type of
‘observation’ through ‘inner senses’. Is that what you mean?” That all
sounds OK to me. Perception is what we know of the world and our-
selves. It exists physically as signals in a brain.

And: “I do not dispute that we have reference levels and that we use
our perceptions to get us close to them. I just want to add something
like ‘negative reference levels,’ things to stay away from.” There are
many reference settings that result in staying away from something.
The simplest kind is a reference setting of zero. If you set your reference
level for the perception of a loose tiger to zero, then any perception of a
loose tiger constitutes an error, and you will act to reduce the percep-
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tion of the tiger to zero by moving it away or yourself away from it.
And: “Freedom is a name for ranges in n-dimensional objective spare

where you can move about ‘at will’, because the objective function is
flat.” You get the same result from an inverse-square function If you
keep the perception of the tiger at zero, you still have all of the other
degrees of freedom of movement, the only restriction (which you set
yourself) being that the perception of the tiger should not depart sig-
nificantly from zero. Actually, by the way, you would probably not set
the reference signal to zero, but to some small nonzero amount. If there’s
a tiger on the loose, you want to see a very small image of a tiger, but
you definitely want to see some image of the tiger. It would not be wise
to lose track of where it is.

You say: “As a control systems designer, I do not create control sys-
tems in the hope that they function correctly; hope has no place in the
model.” Well, you hope that somebody doesn’t pull the power plug, or
that the motor doesn’t burn out a bearing, or that the environment
doesn’t become so nonlinear that your design becomes unstable, and
so on. Every system, however carefully designed, has failure modes,
doesn’t it?

In fact, designed control systems live in an environment that’s al-
most totally predictable, so you can be pretty sure that nothing disas-
trously unexpected will happen. But human beings roam free through
an undisciplined environment that is far more complex than any of
them can understand. That environment is also full of disturbances
that can’t be predicted (weather, for example) or even be sensed before
they occur. Most of our “predictions” are statistical in nature; some-
times they work, and sometimes they don’t So there’s no way that liv-
ing systems could evolve to anticipate every circumstance or act cor-
rectly every time.

There’s another factor that the designer has considerable control over.
the forms of the analytical functions involved in the design. Most con-
trol systems are deliberately designed with linear components for the
simple reason that we can’t solve the equations with nonlinear func-
tions—not because nature doesn’t present us with nonlinear situations.
In most real control problems, if you actually use the mathematical forms
that fit the behavior of the environment most accurately, you find that
you can’t solve the equations and can’t complete the design without
trial and error. So we all use approximations; we fit a quadratic to the
curve, instead of using a power of 2.113, which would fit better.

The human control systems have to work with the components that
are given. They can’t approximate.

My job is actually easier than yours. I’m not trying to optimize any-
thing—just to match the behavior of a model with that of a real human
subject. I’m just trying to produce a model that controls as well as people

do, not to produce engineering miracles.
Of course, real control engineers know a lot more than I do about the

design of complex control systems, and some day they will take PCT
much further than I possibly could. My job is not to compete with them
or tell them their business. It’s to get them to look at control in novel
ways, ways that are not part of the customary approach—and not to
improve the control systems they design, but to help us understand the
behavior of organisms, most of which are not control engineers, either.

Pure reason isn’t going to identify the actual variable under control
by a given person in a given circumstance. A guess about what some-
one is controlling for could be quite right, or quite wrong. The only real
way to find out is to apply a disturbance to the proposed controlled
variable and see whether it’s resisted in the way a control system would
resist it. An even better way is to match a model to the behavior and
find the parameters that give the best fit, and that predict future behav-
ior in detail. This is why we refer to the Test for the Controlled Vari-
able—because it provides a formal way of determining what is in fact
being controlled, as opposed to what seems reasonable. People are not
always reasonable. They don’t all control for the same things in the same
way. Sometimes they seem positively determined to do things the hard
way. All we can do as theoreticians and experimenters is to find out
what’s really going on in a given person

You say: “I know by now what perceptual control theorists mean by
the mantra “organisms control perception.” As so often with jargon, it
is an abbreviation for a whole philosophy and only understandable
for those who have gotten to know that philosophy. It is right, from a
certain perspective. From another perspective, organisms control their
outputs.” This isn’t really jargon or “in” talk, but it is a problem with
word usage. When I think of the “output” of a system, I mean the
physical effect on the environment that is due to the actions of the
behaving system alone. In the human system, this means muscle ten-
sions, because that’s that last place in the chain of outgoing effects
where environmental disturbances can’t get into the process and alter
the consequences. Measuring the consequences any farther from the
nervous system can give a false impression of what the nervous sys-
tem is actually doing.

In a servo system, with this understanding of “output,” I would not
call the output of a motor the shaft position or speed, but the torque
applied to the armature of the motor (at low speeds, anyway). Only
that torque can be varied by the active system without regard to what
the environment is doing. Only the torque output gives an accurate in-
dication of the electrical output of the control system. The shaft posi-
tion or speed will depend on the torque and on external loads and dis-
turbances, so can’t be used to indicate the output activities of the con-
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trol system by itself (especially if the loads and disturbances aren’t pre-
dictable).

So this is more a matter of labeling than ideology. I’m sure you would
agree that a servomechanism doesn’t control the torque applied to the
armature of its motor, but only some consequence of that torque mea-
sured farther downstream in the causal chain. As disturbances come
and go, the servo system varies its output torque, but it doesn’t try to
maintain any particular torque (unless torque itself is being sensed
and controlled, which isn’t the most common case). The torque has to
be free to vary if disturbances of position or speed are to be counter-
acted.

The “control of perception” part is also a matter of labeling. I think
you’ll agree that in order to control an effect of a system’s actuator out-
put (to distinguish it from “outputs” farther along the chain), that effect
must be monitored by a sensor and accurately represented as a signal.
The more accurate the representation, the more accurate the control can
be.

Furthermore, if the sensor characteristics change, the signal will still
be brought to a match with the reference signal, but the variable it rep-
resents will no longer be maintained in the same condition. If the tem-
perature-sensing element of a thermostat goes out of calibration, the
thermostat will still think it is controlling the same temperature and
will keep its movable contact nearly at the same position as before, but
the room temperature will be controlled at a different level.

The only aspect of a control loop that is under reliable control, there-
fore, is the sensor signal. The external counterpart of that signal re-
mains under reliable control only as long as the sensor keeps its cali-
bration accurately. So, if we had to pin down any one aspect of the
loop to be “the” controlled aspect of the situation, we would have to
choose the sensor signal. Sensor signal = perceptual signal; hence, con-
trol of perception.

I think that my way of defining output and control is the least am-
biguous. After all, if you define output at a place where disturbances
can have an effect, you can’t reason backward to the power or force
output of the control system just from knowing the state of the variable
called “output,” because disturbances are contributing an unknown
amount to the state of that variable. It seems strange to me to define
output in such a way that by knowing the output you can’t deduce
what the control system is putting out. I don’t object to looser usages
for the sake of convenience, but when we want to avoid misunderstand-
ings, I think my usage is the least ambiguous.

You say: “Perception is controlled by actions; actions are controlled
by perception. Remember the loop!” Let’s not confuse “control” with
“affect.” Control entails bringing a variable to a specified state and keep-

ing it there. Perceptions don’t bring actions to specified states and keep
them there. It’s the variations in the actions that bring perceptions to
specified states, despite disturbances that bend to change their states. If
you add a disturbance to the actuator output of a control system, the
control system will alter its own output effects, not keep them the same.

In ordinary environments, the loop is asymmetrical. There is power
gain going through the organism, power loss going through the envi-
ronment. The part of the loop with the power gain does all of the con-
trolling.

Hans Blom: Bill, you say: “When we study human behavior, we aren’t
comparing it with some ‘optimal’ or ‘best’ way of controlling. We’re
just trying to understand what people are actually controlling under
various circumstances. In some regards, people control things very well
indeed, by clever means that surpass what any engineer knows how to
build. In other ways, people control stupidly and poorly, and suffer the
consequences.” That is not my impression. In my opinion, in the bil-
lions of years of experimentation through evolution, people (and or-
ganisms in general) have found superb ways to realize their goals. If we
think that they are stupid, then we are in error. we just have not prop-
erly identified their (many!) goals. This is in line with your remark:
“Much of the apparently chaotic nature of behavior becomes more un-
derstandable when we ask about higher-level goals.” In my world view,
an organism’s behavior is perfectly in line with its top-level goals. Reach-
ing idiosyncratic goals can, of course, be hindered by the laws of nature
and of society. Every organism is always at its own local optimum. Of
course, we might not agree with its definition of optimum and think
that it is just plain stupid. We might even have convinced the organism
of that “fact.” I realize that this is a personal world view that can in no
way be proven. Nevertheless, it is one of my basic life rules, until a
better-working one appears. By the way, your use of “suffer the conse-
quences” applies in any case. Behavior has unforeseeable short- and
long-range side-effects, always. Our perception is limited, although
training might improve things slightly.

You say: ‘The highest-level goal is to win the contest, not to jump as
high as possible.” How do you know? The rules of the game are usually
considered to be as follows: when I invent a hypothetical situation, I
know what goes on in that situation, because I invented it. You go against
the rules here. I say, in effect, “assume that X,” and you reply “no, I
cannot assume X, I assume Y.” You do not play according to what I
think the rules are. When I think of a reason, I can only come up with
the suggestion that high jumping looks different to you than to me. Your
high jumper wants to win the contest. My high jumper really wants to
jump as high as possible; he is not interested in winning the contest
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since he already knows that he is by far the best of those he meets today.
No, he is setting his sights much higher. he is training for the next Olym-
pics. He has to compete not with his direct competitors this day, he has
to compete with the figures in the world records book that he studies
every day. But not even that is enough. He knows that a world record
holds only for six years on average. He wants to do better than that and
hold the record for many years to come. He will just give this jump his
very best effort.

Are these extra perceptions helpful in seeing the situation differently?
You could have been right. Your understanding might have explained
somebody else’s behavior. But in different persons identically looking
actions can result from completely different motives. A few lines later
you do seem to take that position: “You can’t tell what a person is
doing just by looking at what the person is doing.” And later again:
“Pure reason isn’t going to identify the actual variable under control
by a given person in a given circumstance. A guess about what some-
one is controlling for could be quite right, or quite wrong.” Yes.

You say: “My job is actually easier than yours. I’m not trying to opti-
mize anything—just to match the behavior of a model with that of a
real human subject.” I have to be precise here: our jobs are very similar.
You are trying to optimize something: you are trying to find an optional
match between a model and a real human subject.

You say: “Of course, real control engineers know a lot more than I do
about the design of complex control systems...” Maybe, maybe not.
Anyway, that extra knowledge might not account for much when it
comes down to designing good control systems. After all, there is not
much good theory around to travel by. “Feeling” and “intuition” are
required as substitutes for knowledge. I don’t think you lack those.

The question of “control” versus “affect” seems to have to do with
either intended versus unintended or full versus partial correlation. In
either case, it has to do with our limited predictive powers. The first
raises the question of what it means to “intend” or to have “goals.” The
second raises the problem that actions will always have effects in addi-
tion to those “intended. “ My point is that the human perceptual and
conceptual systems are so beautifully designed that they even extract
information from very “noisy” perceptions. Control must always be lim-
ited; the world is just too complex for our three pounds of brains to
model it and our 50 pounds or so of muscles to subdue it.

In engineering, we take great liberty in defining inputs, outputs, and
systems. I can take for an input anything that I can manipulate, and for
an output anything that I can measure. A system is anything in between.
One person’s choice might differ from another one’s.

Bill Powers: Hans, I don’t think many evolutionists would agree with

your statement that “in the billions of years of experimentation through
evolution, people (and organisms in general) have found superb ways
to realize their goals.” Evolution doesn’t optimize anything; it just weeds
out unworkable organisms. What’s left is just barely good enough to
survive—for a while.

I would have to agree with your implication that organisms control
as well as they can. That’s a matter of definition. But in looking at the
state of our world, I am not greatly impressed with the way people
control for social harmony, economic viability, or maintenance of an
environment fit to live in.

You say: “In my world view, an organism’s behavior is perfectly in
line with its top-level goals.” I think you’re defining top-level goals from
outside of the organism. When I speak of goal-seeking, I’m not nor-
mally dunking of “goals” like maintaining the life-support system and
combating invasive microorganisms, or even “surviving”—the un-
learned goals that I assume to drive reorganization. I’m thinking more
in terms of the learned goals, things like being a good person, making a
decent living, and so forth. I don’t think that people are particularly
adept at constructing systems of goals that hang together, are consis-
tent with each other. Most of the people in the world live in poverty,
hunger, and illness. I don’t see how you can claim that they are optimal
control systems.

In offering alternatives to the highest-level goal that you suggested
(jumping as high as possible), I wasn’t denying that some people might
actually have the goal of jumping as high as possible. I was only point-
ing out that other goals are equally plausible, and, in my experience,
more common (particularly when you ask what the immediate goal is).
In explaining to me that in different persons identical actions might
come from different motives, you’re simply echoing my point.

You say: “You are trying to optimize something: you are trying to find
an optimal match between a model and a real human subject.” You’re a
pretty slippery customer. What you say is true: I’m controlling for the
best fit between the model and the real behavior. Achieving this requires
the same sort of trial and error that tuning a radio or focusing a lens
requires, because the amount of error doesn’t tell you which way to
move, and there’s no a priori way to specify the magnitude of the effect
at the minimum (or maximum). This sort of control does happen. It’s
not very common. And it’s not very tight.

Same subject: “My point is that the human perceptual and conceptual
systems are so beautifully designed that they even extract information
from very ‘noisy’ perceptions.” They do that only as well as the statis-
tics and the accuracy-time tradeoff permit. I don’t worry much about
extracting signal from noise; most of the behaviors we observe work at
signal levels where noise can be neglected.
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Then you say: “Control must always be limited; the world is just boo
complex for our three pounds of brains to model it and our 50 pounds
or so of muscles to subdue it.” Well, I won’t be nasty and remind you of
how wonderful our evolved control systems are supposed to be. What’s
really wrong with your statement is the implication that it’s hard to
find instances of good control. Control is, to be sure, limited—but it’s
hard to find examples of behavior in which control isn’t pretty good by
anyone’s standards. “Limited” is one of those qualitative terms; the
importance of the limits depends on quantitative definitions. Human
motor behavior works with a bandwidth of only about 25 Hz—certainly
too limited to enable us to balance on end a stick one inch long. On the
other hand, this bandwidth seems to be just sufficient to handle most of
the disturbances that actually occur on scales that matter to us. On those
scales, the limitations are irrelevant.

You say: “In engineering, we take great liberty in defining inputs,
outputs, and systems.” I think this is one of the reasons that engineers
failed to come up with PCT. When you’re focused on producing some
outcome in the environment, there’s no organizing principle for laying
out the control system. You can put your stabilizing filters in the input
function or add little loops anywhere you like that will do the job. The
result is that there are no real principles of design in control engineer-
ing (that I know of). There are plenty of principles, but none having to
do with how to design the functions of a control system in some sys-
tematic way. Basically, you kludge up a design that looks as if it will
work, then buckle down to analyzing what you designed.

The PCT approach is to define the problem in terms of sensed vari-
ables: it is the sensed variable that will ultimately be controlled, so it
should represent something specific in the environment to be controlled.
The engineer can violate this principle, because the engineer knows what
is to be controlled. But if the control system is in an organism, its per-
ceptions have to be useful in a variety of higher-level systems, and they
can’t have haphazard relationships to the outside world. This forces
the modeler to propose a consistent set of definitions of input, output,
system, and environment.

I think that a little more systematicity would also help control engi-
neers, but that’s their business.

Hans Blom: Bill, you confuse “optimal” (an engineering word with an
exact meaning) with “good” (a moral categorization) in both of these
remarks: “I would have to agree with your implication that organisms
control as well as they can. That’s a matter of definition. But in looking
at the state of our world, I am not greatly impressed with the way people
control for social harmony, economic viability, or maintenance of an
environment fit to live in.” “Most of the people in the world live in

poverty, hunger, and illness. I don’t see how you can claim that they are
optimal control systems.” The “optimal” of engineering means only that
some system reaches its grand overall goal as closely as possible, by
definition. Engineering is not concerned with the question of whether
that goal is “good.” Engineers are, though. In my own personal, idio-
syncratic world model, I tend to equate “optimal” with “good” (subjec-
tively, for that person, given his/her opportunities, limitations, and life
plan). Maybe that provoked your remarks.

You go on to say: “I don’t think that people are particularly adept at
constructing systems of goals that hang together, are consistent with
each other.” In optimal control theory, there is only one “supergoal”
that can be controlled. There can be subgoals, however. It would be
possible to declare the two (seemingly conflicting) goals “drive in the
middle of the road” and also “drive one yard to the right of the middle.”
But then you would have to combine them into one goal. This can be
done, for instance, by stating that the first goal is twice as important as
the second goal, or that the first goal is 100% important during the first
leg of the journey and 0% thereafter. No conflicts here. Again, I think,
“conflict” is a uniquely human word with a moral implication.

I had remarked: “My point is that the human perceptual and concep-
tual systems are so beautifully designed that they even extract informa-
tion from very ‘noisy’ perceptions.” You commented: “They do that only
as well as the statistics and the accuracy-time tradeoff permit I don’t
worry much about extracting signal from noise; most of the behaviors
we observe work at signal levels where noise can be neglected. “ This is
certainly true in the domain of muscle control. But is it also true in the
other domains which concern you like “being a good person; “ “mak-
ing a decent living,” and so forth?

You say: “The PCT approach is to define the problem in terms of
sensed variables: it is the sensed variable that will ultimately be con-
trolled, so it should represent something specific in the environment
to be controlled.” Modern control theory thinks differently. It is, of
course, the sensed variables that are our only source of information
about how our actions affect the objects that we want to control. But
the control problem is not necessarily to bring some variables to some
prescribed values and keep them there. That is, of curse, a legitimate
field for study, but control theory is far broader. By the way, I think
that your use of the notion “reference level” confuses some psycholo-
gists and their ilk into having to think about “homeostasis. “ Recogni-
tion of this confusion might make the PCT approach more acceptable
to journal editors and referees.

Bill Powers: Hans, if you’re trying to wrap up an entire organism as a
single hypercomplex control system, I suppose you would have to look
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for some grand overall system and a single overall purpose. That isn’t
the approach in hierarchical perceptual control theory. There might be
many highest-level control systems acting in parallel, with relative in-
dependence. Of course there is an overall control system in the HPCT
model, too, a reorganizing system, but it isn’t concerned with learned
behavior. Its reference levels and perceptual signals are built-in, and its
mode of action is to reorganize the rest of the system. It isn’t really a
single entity, but a collection of control systems concerned with main-
taining the life support systems, each one being concerned with a spe-
cific variable.

You say that I “confuse ‘optimal’ (an engineering word with an exact
meaning) with ‘good’ (a moral categorization)... The ‘optimal’ of engi-
neering means only that some system reaches its grand overall goal as
closely as possible, by definition.” I’m sort of between these meanings.
If there are two control systems with incompatible goals inside the
organism, clearly they are going to expend a lot of energy canceling
each other’s efforts. This is suboptimal under certain assumptions: that
energy expenditure is probably a cost to the whole organism and that
reduction of the control range resulting from conflict reduces the abil-
ity of both control systems to counteract disturbances. These losses of
ability aren’t “morally” bad, but the organism would be able to control
over a wider range and for a longer time if they were not present. Of
course, given the conflict, the control systems are in fact coming as
dose as possible to reaching their goals. But with a suitable adjustment
of the system organization, they could come a lot closer. A great deal of
psychotherapy is aimed at helping people resolve conflicts; I suppose
you could say that helping them is a moral choice, but it does have
engineering overtones.

“In optimal control theory, there is only one ‘supergoal’ that can be
controlled.” Can you explain why this has to be true? What if there is
more than one control system operating at the highest level of organi-
zation? Of course, you could make up some “supergoal” having to do
with an optimal balance between these systems, but in that case the
criterion of optimality would be in the eye of the beholder—there would
be nothing in the system itself trying to achieve that optimality.

I think that one of the legacies of traditional psychology is a general
impression that human behavior is complex and chaotic, with regu-
larities appearing only as statistical averages, and with the future be-
ing a matter of rather shaky predictions. PCT, once you get used to
seeing the things it calls to attention, shows a very different picture.
Most behavior is highly regular and closely controlled; there is very
little left to chance.

If this were not true, the world we experience would be very differ-
ent. People would keep getting lost on the way to work; buildings and

houses would constantly be falling down, or fail to have doors or win-
dows, or be located in inaccessible places. Cars, if they ran at all, would
always be crashing into each other or wandering off across fields. No-
body would know how to grow crops, or harvest them, or transport
the food to some regular destination, or how to cook the food or keep
it from spoiling. Most of the things that we use, encounter, or rely upon
wouldn’t even exist.

What astounds me is the way in which psychologists could have
looked at the endless regularities of human existence, mostly main-
tained by and completely products of human efforts, and failed to
recognize them. It is terribly naive just to take the world the way you
find it without asking how it could possibly be that way. Psychology
has focused on unusual side-effects, on tiny irregularities, and has
failed to see the massive regularity that characterizes all living sys-
tems and the environments they have shaped to fit their wants. The
signal-to-noise ratio in most aspects if life is very, very high. That has
not prevented scientists from concentrating on the noise and ignoring
the signal.

“It is, of course, the sensed variables that are our only source of infor-
mation about how our actions affect the objects that we want to control.
But the control problem is not necessarily to bring some variables to
some prescribed values and keep them there.” No, I have never said it
was. PCT leads to HPCT, in which higher levels of control act by vary-
ing the reference signals for lower systems. They do so as their way of
controlling derived perceptions, more generalized perceptions. Those
systems, in turn, have their reference levels adjusted by still higher sys-
tems, concerned with still more abstract perceptual variables. The only
dissonance between this view and your ideas of optimal control has to
do with your assertion that at some level there is a single highest con-
trol system with a single highest goal.

As to your criteria of optimality, they are completely discretionary. I
don’t see any reason to suppose that organisms have adopted such cri-
teria or seek to realize them. You’re talking about engineers building
control systems, not the processes by which living control systems
evolve. The engineer can, by choice, combine all lower goals into
supergoals, but there is nothing that compels us to suppose that organ-
isms do the same thing—except when they’re trained as engineers.

All that the brain knows about the external world comes to it in the
form of perceptual signals in the afferent neural pathways. There is no
other way for that information to get into the brain. If the brain wants
to control the position of a real glass on a real table, it’s out of luck: it
doesn’t have any way to know about the real glass and the real table. It
can, however, adjust its output signals so that a neural signal represent-
ing the glass can be manipulated to achieve a certain relationship with
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a neural signal representing the table. That the brain can do.
I should think that all of this would be self-evident to any engineer

who has ever actually built a working control system. A real hardware
control system can’t interact directly with the physical plant it is con-
trolling. All it can do is alter its electronic output signals and see what
happens to the signals being generated by its sensors. That’s all it knows
about what is happening outside it. If the sensors jump out of calibra-
tion, the control system will happily continue controlling the
miscalibrated perception, while the technician in charge rushes to hit
the Stop button What is controlled is only what is perceived. One hopes
that what is perceived has some relationship to what is, but that is some-
thing that has to be determined indirectly.

This simple concept which should cause no problems for any control
engineer causes immense problems for conventional sciences of life. The
reason is that these conventional sciences ignore the difference between
what is perceived and what is—at least when they’re trying to explain
behavior. And not having any experience with real system design, it
seems perfectly reasonable to such conventional scientists that a stimu-
lus input from real objects in the environment should be able to cause
motor outputs that steer the organism through a variable environment
along a path to the cheese or the mate or whatever. What’s the prob-
lem? You can see them doing it, so it must be easy.

If you’re an engineer watching an organism behave, you will have a
hard time making your mental model behave in this simple cause-ef-
fect way. You will notice that the eyes keep moving around, that the
head moves and bobs up and down, that the steps are a little imprecise
and slightly wobbly, that things in the environment are shifting around.
Being a person who is charged with making systems actually work,
you will wonder how the organism gets away with such imprecision of
action—where are all the stimuli coming from that cause the correc-
tions of the little mistakes and overshoots and hesitations? How does
the environment know that it should stimulate the organism just in the
right way to correct for a previous stumble? How does that little un-
evenness in the path send just the right stimulus up the spine to make
just the right muscles change their tension to keep the leg from jam-
ming into the ground or flailing in empty air on the next step? Any
engineer who pays attention in a professional way to the claims of S-R
theorists would soon walk away shaking his or her head. No way!

Unfortunately, engineers seem to abandon their normal professional
attitudes when they start trying to explain behavior. They start listen-
ing to the psychologists and physiologists and neurologists who think
that behavior can just be “generated,” open-loop. Perhaps they’re just
being polite because they’re on another scientist’s turf. They say, “Oh,
is that how it works? OK, you must know what you’re talking about;

I’ll see if I can make that work.” And, of course, they can make it work.
Good engineers can make any damn fool idea work. They can build an
arm that’s as solid as the front end of a Mack truck, equip it with preci-
sion bearings and gears and stepper motors, compute the driving sig-
nals using 80-bit floating point arithmetic, and make the arm move ex-
actly as wanted. The smart ones must surely realize that this is nothing
like the way a human arm works. But the psychologists see what they’ve
done, and nod wisely. It works just the way they expected.

PCT is all about the realization that human systems simply can’t work
that way. Their outputs are rubbery and imprecise; their neural com-
puters are good to maybe 1% at best; they don’t sense everything in the
environment that might interfere with the action Yet they work pre-
cisely and well, for four score years and six. A person with his little 1%
analog computers can get out of bed in the morning and perform one
action after another all day long, each action starting where the last one
left off, and 16 hours later end up exactly at the side of the same bed,
with no cumulative errors at all. Only one kind of system can accom-
plish that sort of behavior: a negative-feedback control system.

Hans Blom: I enjoy reading/scanning CSGnet a lot; I have derived
many eurekas from it (not in the sense of discovering new “truths,”
but in the sense of gaining new perspectives), and I have come to re-
spect Bill Powers’ view of reality. The following remarks are probably
more meta-science than science. But many of these discussions are,
aren’t they?

In systems science, we have the notion that any model accomplishes
a particular end. You develop a model with a certain goal in mind; the
goals might be different for different modelers. Models can be viewed
as theories: you want to summarize all findings within a limited scien-
tific domain in a certain form, e.g., a block diagram. Models can be
viewed as tools: you want to encapsulate all properties of a system that
you deem important into a simplified form, so that you can control the
important aspects of an otherwise too-complex reality. Models can be
viewed as predictors or extrapolators: if something happened in the
past, it might happen again in a similar way. In all cases, we have to
understand that each and every model is a simplification of reality, in
which we leave out those aspects that we deem unimportant. There-
fore, each model is a personal choice: what is unimportant to you might
be the most important thing in the world to another person. Or, as the
saying goes amongst control engineers: one person’s noise is another
person’s signal.

Of course, such a personal choice might be picked up by others and
become part of culture—but only if those others agree with how you
split the world into “important” and “unimportant.” Sometimes, agree-
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ing is easy: color does not contribute to a body’s mass. In other cases,
it’s not that easy: do people have free will? You might protest that “free
will” is a badly defined notion. That is true. But so are “color” and
“mass”; no two people or measuring devices will perceive exactly the
same color or mass. You might complain again and say that the mass
that two well-calibrated scales measure when exposed to the same body
is practically the same. But that depends upon the practice at hand. In
real life, we frequently (always?) seem to have to deal with fuzzy no-
tions. In many cases, this fuzziness does not matter, but in others it can
matter a great deal.

We each have a personal, emotional investment in our models. They
encapsulate what we think is important and leave out what we believe
is unimportant. Models are personal creations, much like works of art,
that we experience as the best that we can produce. On this net, Bill
defends what he sees as important. Of course. But so does everyone
else. Isn’t that one of the central tenants of your theory, Bill?

This brings me to the issue that, in my opinion, is expressed too little
in PCT philosophy. Control is about control. You focus on perceptions as
the important things—and, as a concomitant, on which perceptions are
controlled. I have a different ordering of things important. Prime is that
we have goals (reference levels, as you call them); a control system is a
device that allows us to reach or approach those goals in the best pos-
sible ways, given our biological and mental limitations. This is also the
orthodox control engineering vision. You have a goal, so go design a
system that makes it come true. Use the information that the available
sensors provide in the best possible way, using any type of processing
and data storage that is available or can be newly designed. Control
engineers do it this way, and evolution as well, I think. In control engi-
neering, theory has its part; it provides a number of well-proven (par-
tial) solutions. Hunches, trial and error, too, have their parts. No new
design is exactly the same as a previous one, alas.

Does this difference in focus matter, you might ask? Yes, I think so. In
science, it seems as if we have left all “grand unified theories” behind—
although physics is still searching. It seems as if there are no “first prin-
ciples”; you can go deeper and deeper all the time, if you have the re-
sources. First principles seem to be theories as well. And they are prac-
tically useless to explain the world in all its complexity. The formulas of
quantum mechanics are barely able to “explain” the movement of one
electron around one proton (the simplest atom that exists), but anything
more complex is beyond its powers of synthesis. The synthesis problem
is much older, of course: the classical three-body problem of classical
mechanics does not allow precise long-term predictions. We are now
mentally just coming to grips with these strange facts: that even if first
principles are given, a synthesis based on those first principles might

be too complex computationally (and mentally) to derive higher-order
laws and “explain” more complex systems. That’s what chaos theory is
all about. Ask any practical control engineer: the existing theories do
not suffice when you design a new control system. Always, some extra
creativity is required. It is not that those theories are useless; they are
not sufficient. Ask any AI-type who works with expert systems: it is not
the “reasoning process” that provides the performance of a knowledge-
based system, but the knowledge incorporated into it; the more, the
better. But then we start to encounter the „complexity problem”: a sys-
tem with a large number of basically independent “knowledge chunks”
starts to show unpredictable and uncomprehensible behavior because
of the unforeseen ways in which those chunks (sometimes) interact. The
result is that the paper model cannot explain or predict anymore. You
actually have to build it and run it to see how it behaves. Philosophers
who study culture start to recognize the same thing: post-modernists
say that the time of the “grand stories,” of the ideologies, is over. It is
the ‘little stories,” the personal, subjective accounts, that are the impor-
tant things that build up the world (and, if generally accepted, might
grow into “grand stories”).

In my view, no model is wrong, unless it is internally inconsistent. Of
course, any model is wrong in the sense that it must necessarily be in-
complete. In another sense, a different model might be right as well: it
just has a different purpose (focus) and is based on different notions of
what is important. This is true for all models, even PCT models—un-
less you talk in abstractions that can neither be proven or disproven. It
follows from the basic notion that every model is an approximation.

If you can accept that different models reflect different goals and there-
fore incorporate and/or explain different observations, what is a fact to
one modeler can be noise to another. A concomitant of this is that a
model is (approximately) valid only within some restricted domain. It
might “explain” a certain set of observations, but it is without value, or
simply wrong, outside its domain. Einstein’s E = mc2 certainly does not
relate someone’s “psychic energy” to his or her body weight.

Don’t underestimate statistics. Astronomical data that remain from
the days of Kepler show small and large measurement errors. Newton’s
laws could never have been derived without discarding quite a lot of
outliers and assuming that the theory need not exactly fit the measure-
ments. Yet, Newton’s laws have shown their value. But they, too, are
approximations, as Einstein showed. And, undoubtedly, Einstein’s rela-
tivity theory is an approximation as well.

Bill’s hierarchical control model consists of a multitude of simple, func-
tionally identical blocks. The model is an elegant simplification, but we
know that the brain isn’t quite that homogeneous, neither at the cell
level nor at the level of configurations of cells (wiring). Bill, you can

2524



marvel at the beauty of your model (it is elegant!), yet acknowledge
that even in its very basics it cannot possibly be correct.

But that often does not matter much. One system can be modelled in
a great many different ways, yet these models can functionally show
(approximately) the same behavior. This I consider a basic conflict in
your model: on the one hand, you want your model to represent physi-
ology as accurately as possible; on the other hand, you want it to show
the same functional behavior as a human. We are, I think, still very far
from the point where we can link the lowest levels (cells, synapses) with
the highest levels. In my opinion, and based on the arguments that I
presented above, establishing such a link might be impossible in theory,
as well.

As has often been noted on this net, things that “actually exist in
nature” will forever remain outside our grasp. The best thing we can
do is build models of what is out there. You know this, Bill, yet it seems
that you cannot really accept it. What we require of a model is (a) that
it is internally consistent, and (b) that it is consistent with our observa-
tions of the “real world.” The problem lies in the latter, where we en-
counter the limitations. We cannot take into account every observa-
tional detail. We have to select. And how we select depends upon both
what we deem important and what we have as capabilities, i.e., we
make a personal choice based on our personal goals but within our
personal limitations when we build our model. I strive for what I want,
building upon what I already know. This is true in mathematics, in
control engineering, in life.

Model or theory building is basically a creative process, in which you
suddenly have this eureka-feeling of “yes, that’s it!” But then science
expects you to “prove” your model or theory, and you suddenly find
that the theory does not explain all of the data or does not explain with
full accuracy. That is when we have to introduce notions like “noise”
(small discrepancies that we choose to disregard), “outliers” (large dis-
crepancies that we choose to disregard), “statistics” (can I get an im-
pression of how well my new theory fits the observations despite the
fact that I disregard so much?) and things like that. Finally, a theory
might start to lead its own life and be taken more seriously than the
data. Bill, I assume that you, too, take Newton’s laws more seriously
than the data that they were originally based on, and more seriously as
well than a great deal of more recent measurements.

All of the notions that you use are high-level abstractions, much like
“force,” “pressure,” and “temperature,” which have no objective exist-
ence but are cultural notions, ways of looking at what surrounds us. In
every case, philosophers will tell you, we could have arrived at differ-
ent but equally valid notions. To use a simple example: you use feet and
Fahrenheit, while I use meters and Celsius.

As Rick Marken can tell me so eloquently: “It’s all perception.” Trans-
late this into: “It’s all your own personal subjective theory/model of
what’s out there,” and you are dose to what I want to say.

As you can see, Bill, my ‘life model” is, in many ways, different from
yours. Why? Our models are based on different data, on different per-
ceptions of what is important, and on different goals. My model has
been built up through my experiences that have gradually taught me
(a) how to perceive (what to notice, what to disregard), (b) which goals
to set (the things that I have come to consider important) and (c) how to
act (through the goal-reaching skills that have worked for me).

Everybody has one goal in common, however personal that goal looks:
to make the world more controllable/understandable. Every trick in
the book—as well as every new one that you can think of—is used to
reach that goal. One trick is to observe others and see how they control;
maybe (who knows?) their methods will work for me, too. Let’s be in-
clusive, not exclusive. Let’s find the best tricks and use all of them com-
bined in our personal repertoire. Please take this contribution in that
vein. As you might have noticed, I take your “life model” seriously. It
provides a much needed additional perceptive. Yet, allow me to think
that I, given different perceptions, might have discovered a “life model”
that might have some value as well, even if it does not coincide with
yours. In works of art, I often find it difficult to say which painting or
sculpture is “better” than another. I am slowly discovering that I have a
similar problem with scientific theories.

Bill Powers: Hans, you say: “In systems science, we have the notion
that any model accomplishes a particular end.” Yes, in the sense that
any model that actually works does something. But there are two kinds
of ends-achievement going on in PCT modeling. One is the modeler’s
goal of constructing a model that behaves like the real system. The other
is the model’s goal of bringing some perceptual representation of its
environment to a reference-state endogenous to the model. If you con-
struct a food-seeking model that depends on balancing smell intensi-
ties in a bug’s antennae, but get the sign of the perceptual computation
wrong (a - b instead of b - a), the bug will seek a goal, all right, but it will
be the goal of traveling away from the food. So the model, while achiev-
ing its own goal, will not achieve the modeler’s goal. The modeler wants
the bug to want to get near the food and so will reverse that sign, alter-
ing what the bug-model perceives to make the outcome the same as
what the modeler wants.

And you say: “You develop a model with a certain goal in mind; the
goals might be different for different modelers.” What I see missing in
systems science is the concept of systems that have their own goals.
That is, the system is designed to accomplish what the modeler wants
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done, but the idea that the system itself might want something doesn’t
seem to be addressed. Am I wrong about that? I admit that artificial
devices aren’t asked very often what they want, nor does it matter, but
when we’re modeling the modeler, we have to put the goals into the
model.

You say: “Models can be viewed as tools: you want to encapsulate
all properties of a system that you deem important into a simplified
form, so that you can control the important aspects of an otherwise
too-complex reality.” The question remains, who does the controlling
toward whose ends? Your statement seems to imply that the model’s
behavior is there only to satisfy the modeller’s goals. This says that the
model is not a model of the modeler, but of some device to be used for
achieving the modeler’s purposes. How, then, do we model the mod-
eler, whose goals aren’t being given by some other person to suit that
other person?

You also say: “Models can be viewed as predictors or extrapolators: if
something happened in the past, it might happen again in a similar
way.” I can agree to this in a very broad sense, but I wonder if it’s the
same sense you mean. Models in PCT aren’t designed to produce par-
ticular behaviors under circumstances that led to those behaviors in the
past. The components of these models could be seen that way—if a com-
parator has always produced a certain error signal given a particular
reference and perceptual signal, we expect it to go on behaving that
way. This is what we mean when we describe each function box with a
mathematical form. We observe or propose that this function has been
performed by that box in the past, and we predict that it will continue
to perform the function.

A control-system model can be designed, on the other hand, to pro-
duce behavior like that of the real system, quite accurately, in the pres-
ence of conditions that have never occurred before. We can measure the
control parameters for simple pursuit tracking, for example, and pre-
dict how a teal person will perform in a new task with a new pattern of
movements of the target, and with a second disturbance applied directly to
the cursor, which was not present when the parameters were evaluated.
Now the model is presented with new conditions (as is the human sub-
ject), and the model still behaves just like the subject. This is not exactly
extrapolating from past performance, is it? At least it’s a kind of ex-
trapolation that is very different from just observing disturbances and
the behaviors that follow them, and predicting that recurrence of the
same disturbances will produce the same behavior.

“In all cases, we have to understand that each and every model is a
simplification of reality, in which we leave out those aspects that we
deem unimportant.” Yes, indeed. The trick is to know when you’re leav-
ing out or simplifying something vital. You find this out when you match

the model’s behavior to the real behavior, or when you change condi-
tions in a way that brings the omitted parts into play. But this is the
whole modeling game, isn’t it? You get the model to work in as simple
a form as possible, then change the conditions until the model stops
behaving like the real system. The way in which it fails can sometimes
be traced to simplifications or omissions, in which case you go back
and use a more detailed model. Other times, the model fails completely,
and you have to reconsider it from scratch. The PCT models we use in
tracking experiments today represent a long history of wrong guesses,
although they’re still so simple that it might seem impossible that they
were overlooked in the beginning.

“Therefore, each model is a personal choice: what is unimportant to
you may be the most important thing in the world to another person.”
In principle, maybe. In practice, it doesn’t feel that way. Some models
just don’t work no chatter how hard you try to make them work. I sup-
pose you could invoke psychoanalysis and say that if a model fails, its
inventor really didn’t want it to work. But it’s hard to believe that when
you can see a model designed exactly as you wanted it to be designed
that behaves in a way completely different from the real behavior you
thought you were modeling. No matter how much you like the model,
no matter how many of your private beliefs or prejudices it expresses, if
it doesn’t work, it doesn’t work, and there’s no way but self-delusion to
make it seem to work.

While I don’t think that any models are the last true words about
how nature works, I think that some models are definitely better than
others. This isn’t self-evident if you just construct conceptual models
and never test them experimentally. It isn’t self-evident if the models
are simply descriptions of observations (there are countless ways of
describing the same observations). The relative worth of models can
be seen only when they’re expressed as working simulations that can
generate behavior out of their own properties. When you’ve commit-
ted yourself to the point of constructing a working model, there is no
way you can make the model work other than the way you designed it
to work—and if the way it works doesn’t resemble the way the real
system you’re modeling behaves, you’ve just shown that your model
is wrong.

“Of course, such a personal choice may be picked up by others and
become part of culture. But only if those others agree with how you
split the world into ‘important’ and ‘unimportant.’” This is a different
subject: not which model is best, but what aspect of experience you want
to model. In PCT we generally agree that we want to model ordinary
behavior: what people do in daily life, at many levels. We’re not trying
to model chakras or satori or survival after death or ghosts or metabo-
lism or lots of things like that. Just plain vanilla behavior. Generally we
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took at the same things that other theories have looked at: environmen-
tal events near organisms, actions and their consequences produced by
the muscles of organisms, perceptions of various kinds, nervous sys-
tems and their possible functions. We aren’t emphasizing or de-empha-
sizing any of these phenomena; we’re just asking what makes them work
the way they seem to work.

“You might protest that ‘free will’ is a badly defined notion. That is
true. But so are ‘color’ and ‘mass’; no two people or measuring devices
will perceive exactly the same color or mass.” That’s a bit qualitative
for a valid comparison. We can characterize color and mass well enough
to reproduce them within a few parts per thousand and agree on per-
ceptions of them within a few percent, but I defy anyone to reproduce
“free will” in any way that can be quantified. No two people perceive
color or mass exactly the same, but no two people perceive free will
even approximately the same: many claim they don’t even perceive it.
Let’s at least compare apples with round things.

“In real life, we frequently (always?) seem to have to deal with fuzzy
notions. In many cases, this fuzziness does not matter, but in others it
can matter a great deal.” The quality of our lives is vitally affected by
fuzzy notions we would be better off without, or at least with, but in
sharper form. The point of science, in my mind, is to clarify fuzzy no-
tions or to get rid of them if they are intractably blurred.

“We each have a personal, emotional investment in our models. They
encapsulate what tae think is important and leave out what we believe
is unimportant.” I have some investment in a model of tracking behav-
ior in which the model’s simulated handle position follows a course
through time that deviates from the handle position created by a per-
son in the same experiment only three to five percent, RMS. I think it is
important for the behavior of a model to be as close to the behavior it
supposedly models as possible. I’d like it to be closer, but so far can’t
accomplish that Someone else might consider this sort of match unim-
portant, preferring ire cream or skiing. Someone else might think that
tracking behavior isn’t very interesting, considering the problems in
Somalia. But anyone who thinks that models of overt physical behavior
should reproduce and predict behavior accurately has this model to
contend with.

I doubt that the behavior of this model has much to do with my per-
sonal emotional investments.

“Models are personal creations, much like works of art, that we expe-
rience as the best that we can produce.” There’s a bit more than that to
models that I respect. A model should deal with data that’s publicly
observable by means on which we can agree and reproduce indepen-
dently. The reasoning that leads to the model should be laid out in pub-
lic view in sufficient detail that anyone who understands basic logic

and mathematics could recreate the model from scratch if necessary,
and come up with the same model. The model should behave the same
way in anyone’s hands and should fit behavior correctly as evaluated
by any user of the model. I don’t think that very many of these consid-
erations apply to works of art.

“On this net, Bill defends what he sees as important. Of course. But so
does everyone else. Isn’t that one of the central tenants of your theory?”
Certainly, and I’m glad that you see the theory as correctly describing
human behavior.

‘This brings me to the issue that, in my opinion, is expressed too little
in PCT philosophy. Control is about control. You focus on perceptions as
the important things—and, as a concomitant, on which perceptions are
controlled.” It would be pretty hard to focus on perceptions as the im-
portant things without the rest of the control loop. Perceptions aren’t
just sort of vaguely “important.” It just happens that when you try to
find the variable in a control loop that is the most reliably controlled
under the most changes of conditions, it proves to be the perceptual
signal. We didn’t pick perceptions as pivotal for private or silly reasons,
or just because we’re perception freaks. Perceptions are all that an or-
ganism can know about the world outside it. That means you, too. It
follows that goals have to be defined in terms of perceptions. You can’t
compare an internal goal with an external unperceived object; the ob-
ject must appear as a perception in the same place where the goal is
before any comparison can take place. PCT is about goals, too, and about
error signals and input functions and actuators and all of the parts of a
control system.

“In my view, no model is wrong, unless it is internally inconsistent.”
I guess our views differ. I demand that a model behave like the world it
is supposed to describe or explain. A model can be internally consistent
yet totally at variance with experimental observations. What is “impor-
tant” has nothing to do with this. If a model predicts something unim-
portant incorrectly, it is still wrong. Models that don’t have anything to
do with observation and that produce no predictions of behavior to be
compared with observation don’t even count as models in my world.
There’s no reason to take them seriously unless the math grabs you.

“Don’t underestimate statistics. Astronomical data that remain from
the days of Kepler show small and large measurement errors. Newton’s
laws could never have been derived without discarding quite a lot of
outliers and assuming that the theory need not exactly fit the mea-
surements.” “Measurement error” is something very different, quan-
titatively, from “variance” in psychological observations. You can mea-
sure a rat’s running speed in a maze with a measurement error of
perhaps 0.1 percent, if you use instrumentation. But the supposed ef-
fects of stimulus conditions on that running speed will have a vari-
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ance of hundreds to thousands of percent. Newton and Kepler were
trying to formulate models of celestial mechanics that would predict
the positions of planets within the existing measurement errors. If the
kinds of statistical methods used in psychology had been brought to
bear on this problem, celestial mechanics would consist of the firm
statement that the planets are up there, not down here. It is very hard
to underestimate the power of statistics as used in the behavioral sci-
ences.

“Model or theory building is basically a creative process, in which
you suddenly have this eureka-feeling of ‘yes, that’s it!’ But then sci-
ence expects you to ‘prove’ your model or theory, and you suddenly
find that the theory does not explain all the data or does not explain
with full accuracy. That is where we have to introduce notions like ‘noise’
(small discrepancies that we choose to disregard), ‘outliers’ (large dis-
crepancies that we choose to disregard), ‘statistics’ (can I get an impres-
sion of how well my new theory fits the observations despite the fact
that I disregard so much?) and things like that.” This is a rather remark-
able statement, in that in summarizes exactly what I think is wrong in
the behavioral sciences. Concepts like noise, outliers, statistics, variance,
and so forth were invoked by psychologists as a way of explaining why
their theories of behavior didn’t predict worth a damn. Instead of blam-
ing the poor results on a mismatch of theory to the organism, they
blamed it on the organism. In PCT, any time we get results like the best
statistical results in conventional behavioral experiments, we look for
what is wrong with the model. And we usually find it. Behavior, I
strongly suspect with some smattering of data in support, is nowhere
near as variable as it has seemed to psychologists viewing it through
their theories.

“All of the notions that you use are high-level abstractions, much like
‘force; ‘pressure; and ‘temperature; which have no objective existence
but are cultural notions, ways of looking at what surrounds us. In every
case, philosophers will tell you, we could have arrived at different but
equally valid notions.” True, but high-level abstractions are grounded
in lower-level ones, down to the level normally accepted in science as
“observational”—the level where you can report just how much. How
much of what is determined theoretically, but the relationships among
observations are predicted at a low level of abstraction: how far one
trace on a chart deviates from another.

As to the philosophers, it’s easy to say that you could arrive at a differ-
ent but equally valid notion. Actually doing that is a bit harder. What I
hope for is a model for which nobody can think of an equally valid alter-
native. The fact that one might hypothetically exist doesn’t bother me
much. I’m concerned with the model we do have today, not one that
might show up later.

The Hierarchical Behavior
of Perception

Richard S. Marken
(Life Learning Associates, 10459 Holman Ave., Los Angeles, CA
90024)

Abstract

This paper argues that the coincidental development of hierarchical
models of perception and behavior is not a coincidence. Perception and
behavior are two sides of the same phenomenon—control. A hierarchi-
cal-control-system model shows that evidence of hierarchical organi-
zation in behavior is also evidence of hierarchical organization in per-
ception. Studies of the temporal limitations of behavior, for example,
are shown to be consistent with studies of temporal limitations of per-
ception. The control model shows that the perceptual limits are the ba-
sis of the behavioral limits; action systems that are capable of rapid re-
sponse cannot produce controlled behavioral results faster than the rate
at which these results can be perceived. Behavioral skill turns on the
ability to control a hierarchy of perceptions, not actions.

Introduction

Psychologists have developed hierarchical models of both percep-
tion (e.g., Bryan & Harter, 1899; Palmer, 1977; Povel, 1981) and behav-
ior (e.g., Albus, 1981; Arbib, 1972; Greeno & Simon, 1974; Lashley, 1951;
Martin, 1972; Rosenbaum, 1987). This could be a coincidence, a case of
similar models being applied to two very different kinds of phenom-
ena. On the other hand, it could reflect the existence of a common basis
for both perception and behavior. This paper argues for the latter pos-
sibility, suggesting that perception and behavior are two sides of the
same phenomenon: control (Marker, 1988). Control is the means by
which agents keep perceived aspects of their external environment in
goal states (Powers, 1973). It is argued that the existence of hierarchical
models of both perception and behavior is a result of looking at con-
trol from two different perspectives: that of the agent doing the con-
trolling (the actor), and that of the agent watching control (the observer).
Depending on the perspective, control can be seen as a perceptual or a
behavioral phenomenon.
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From the actor’s perspective, control is a perceptual phenomenon.
The actor is controlling his or her own perceptual experience, making it
behave as desired. However, from the observer’s perspective, control is
a behavioral phenomenon The actor appears to be controlling variable
aspects of his or her behavior in relation to the environment. For ex-
ample, from the perspective of a typist (the actor), typing involves the
control of a dynamically changing set of kinesthetic, auditory, and, per-
haps, visual perceptions. If there were no perceptions, there would be
no typing. However, from the perspective of someone watching the typ-
ist (the observer), perception is irrelevant; the typist appears to be con-
trolling the movements of his or her fingers in relation to the keys on a
keyboard.

These two views of control have one thing in common; in both cases,
control is seen in the behavior of perception. For the actor, control is
seen in the behavior of his or her own perceptions. For the observer,
control is seen in the behavior of his or her own perceptions of the actor’s
actions. (The observer can see the means of control but can only infer
the perceptual consequences as experienced by the actor). If control is
hierarchical, then it can be described as the behavior of a hierarchy of
perceptions. Hierarchical models of perception and behavior can then
be seen as attempts to describe control from two different perspectives,
those of the actor and observer, respectively. This paper presents evi-
dence that hierarchical models of perception and behavior reflect the
hierarchical structure of control.

A Perceptual Control Hierarchy

The concept of control as the behavior of perception can be under-
stood in the context of a hierarchical-control-system model of behav-
ioral organization (Powers, 1973, 1989). The model is shown in Figure
1. It consists of several levels of control systems (the figure shows six
levels), with many control systems at each level (the figure shows 11).
Each control system consists of an input transducer (I), a comparator
(C), and an output transducer (O). The input transducer converts in-
puts from the environment or from systems lower in the hierarchy
into a perceptual signal, p. The comparator computes the difference,
e, between the perceptual signal and a reference signal, r. The output
transducer amplifies and converts this difference into actions which
affect the environment or become reference signals for lower-level
systems.

The control systems at each level of the hierarchy control perceptions
of different aspects of their sensory input, but all of the systems control
perceptions in the same way: by producing actions that reduce the dis-
crepancy between actual and intended perceptions. Intended percep-
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Figure 1. Perceptual control hierarchy (after Powers, 1989, p. 278).



archy control the same class of perception, though each system con-
trols a different exemplar of the class. Thus, all systems at the configu-
ration level control configuration perceptions, but each system at that
level controls a different configuration.

The rationale for hierarchical classes of perceptual control is based on
the observation that certain types of perception depend on the exist-
ence of others. Higher-level perceptions depend on (and, thus, are func-
tions of) lower-level perceptions. For example, the perception of a con-
figuration, such as a face, depends on the existence of sensation and
intensity perceptions. The fare is a function of these sensations and in-
tensities. The lower-level perceptions are the independent variables in
the function that computes the higher-level perception. Their status as
independent variables is confirmed by the fact that lower-level percep-
tions can exist in the absence of the higher-level perceptions, but not
vice versa. Sensation and intensity perceptions can exist without the
perception of a fare (or any other configuration, for that matter), but
there is no fare without perceptions of sensation and intensity.

The Behavior of Perceptions

From the point of view of the hierarchical-control model, “behaving”
is a process of controlling perceptual experience. Any reasonably com-
plex behavior involves the control of several levels of perception simul-
taneously. For example, when typing the word “hello,” one controlled
perception is the sequence of letters “h,” “e; “ l, “ “l,” and “o.” The per-
ception of this sequence is controlled by producing a sequence of
keypress-event perceptions. Each keypress event is controlled by pro-
ducing a particular set of transitions between finger-configuration per-
ceptions. Each finger configuration is controlled by a different set of
force sensations, which are themselves controlled by producing differ-
ent combinations of intensities of tensions in a set of muscles.

The perceptions involved in typing “hello” are all being controlled
simultaneously. Transitions between finger configurations are being
controlled while the force sensations that produce the configuration
perceptions are being controlled. However, the typist is usually not
aware of the behavior of all these levels of perception. People ordinarily
attend to the behavior of their perceptions at a high level of abstraction,
ignoring the details. We attend to the fact that we are driving down the
road and ignore the changing muscle tensions, arm configurations, and
steering wheel movements that produce this result. Paying attention to
the details leads to a deterioration of performance; it is the opposite of
Zen behavior, where one attends only to the (perceptual) results that
one intends to produce and lets the required lower-level perceptions
take care of themselves (Herrigel, 1971). However, while it violates the
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tions are specified by the reference signals of the control systems. The
actions of the control systems coax perceptual signals into a match with
reference signals via direct or indirect effects on the external environ-
ment. The actions of the lowest-level control systems affect perceptions
directly through the environment. The actions of higher-level control
systems affect perceptions indirectly by adjusting the reference inputs
to lower-level systems.

The hierarchy of control systems is a working model of purposeful
behavior (Marker, 1986, 1990). The behavior of the hierarchy is purpose-
ful, inasmuch as each control system in the hierarchy works against
any opposing forces in order to produce intended results. Opposing
forces come from disturbances created by the environment, as well as
from interfering effects caused by the actions of other control systems.
The existence of disturbances means that a control system cannot reli-
ably produce an intended result by selecting a particular action. Ac-
tions must vary to compensate for varying disturbances. Control sys-
tems solve this problem by specifying what results are to be perceived,
not how these results are to be achieved. Control systems control per-
ceptions, not actions. When set up correctly, the control systems in the
hierarchy vary their actions as necessary, compensating for unpredict-
able disturbances, in order to produce intended perceptions. Indeed,
the term “control” refers to the process of producing intended percep-
tions in a disturbance-prone environment.

Levels of Perception

Powers (1990) has proposed that each level of the hierarchy of con-
trol systems controls a different class of perception. Moving up the
hierarchy, these classes represent progressively more abstract aspects
of sensory input. The lowest-level systems control perceptions that rep-
resent the intensity of sensory input. At the next level, the systems
control sensations (such as colors), which are functions of several dif-
ferent intensities. Going up from sensations, there is control of con-
figurations (combinations of sensations), transitions (temporal changes
in configurations), events (sequences of changing configurations), re-
lationships (logical, statistical, or causal co-variations among indepen-
dent events), categories (class memberships), sequences (unique
orderings of lower-order perceptions), programs (if-then contingen-
cies among lower-level perceptions), principles (general rules percep-
tible in the behaviors of lower-level perceptions), and system concepts
(particular sets of principles exemplified by the states of many lower-
level perceptions; see Powers, 1989, pp. 190-208). These 11 classes of
perception correspond to 11 levels of control systems in the hierarchi-
cal-control model. All control systems at a particular level of the hier-



principles of Zen, attention to the detailed perceptions involved in the
production of behavioral results can provide interesting hints about the
nature of the perceptual control hierarchy.

The Perception of Behavior

The behavior of an actor organized like the hierarchical-control model
consists of changes in the values of variables in the actors environment.
An observer cannot see what is going on inside the actor; he or she can
only see the actor’s actions and the effect of these actions on the exter-
nal environment. The effect of these actions is to cause purposeful be-
havior of certain variables in the environment: the variables that corre-
spond to perceptions that the actor is actually controlling. The purpose-
fulness of the behavior of these variables is evidenced by the fact that
consistent behaviors are produced in the context of randomly changing
environmental disturbances. Thus, a typist can consistently type the
word “hello,” despite changes in the position of the fingers relative to
the keyboard, variations in the push-back force of the keys, or even a
shift from one keyboard arrangement to another (from QWERTY to
Dvorak, for example).

Since the actor controls his or her own perceptions, the observer can-
not actually see what the actor is “doing”; the acts “doings” consist of
changing the intended states of his or her own perceptions. The ob-
server sees only the variable results of the actors actions-results that
might or might not be under control. For example, the observer might
notice that a click occurs each time the typist presses a key. The click is
a result produced by the typist, and the observer is likely to conclude
that the typist is controlling the occurrence of the click. In fact, the click
might be nothing more than a side-effect of the typist’s efforts to make
the key feel like it has hit bottom. There are methods that make it pos-
sible for the observer to tell whether or not his or her perceptions of
the actor’s behavior correspond to the perceptions that are being con-
trolled by the actor (Marker, 1989). These methods make it possible for
the observer to determine what the actor is actually doing (i.e., con-
trolling).

Hierarchical Control

The hierarchical nature of the processes that generate behavior would
not be obvious to the observer of a hierarchical control system. The
observer could tell that the system is controlling many variables si-
multaneously, but he or she would find it difficult to demonstrate that
some of these variables are being controlled in order to control others.
For example, the observer could tell that a typist is controlling letter

sequences, keypress events, finger movements, and finger configura-
tions. But the observer would have a hard time showing that these
variables are hierarchically related. The observer could make up a
plausible hierarchical description of these behaviors; for example, fin-
ger positions seem to be used to produce finger movements which
are used to produce keypresses which are used to produce letter se-
quences. But finding a hierarchical description of behavior does not
prove that the behavior is actually produced by a hierarchical process
(Davis, 1976; Kline, 1983).

Hierarchical Invariance

Hierarchical production of behavior implies that the commands re-
quired to produce a lower-level behavior are nested within the com-
mands required to produce a higher-level behavior. For example, the
commands that produce a particular finger configuration would be
nested within the commands that produce a movement from one con-
figuration to another. Sternberg, Knoll, & Turlock (1990) refer to this
nesting as an invariance property of hierarchical control. Lower-level
commands are like subprograms invoked by programs of higher-level
commands. The invariance of hierarchical control refers to the assump-
tion that the course of such a subprogram does not depend on how it
was invoked from the program (low-level invariance); similarly, the
course of the program does not depend on the nature of the commands
carried out by the subprograms (high-level invariance).

Convergent and Divergent Control

The hierarchical-control model satisfies both the low- and high-level
invariance properties of hierarchical control. The commands issued
by higher-level systems have no effects on the commands issued by
lower-level systems, and vice versa. It is important to remember, how-
ever, that the commands in the control hierarchy are requests for in-
put, not output. Higher-level systems tell lower-level systems what to
perceive, not what to do. This aspect of control-system operation solves
a problem that is either ignored or glossed over in most hierarchical
models of behavior. how does a high-level command get turned into
the lower-level commands producing results that satisfy the high-level
command? If commands specify outputs, then the result of the same
command is different when there are varying environmental distur-
bances. The high-level command to press a key, for example, cannot
know which lower-level outputs will produce this result on different
occasions. This problem is solved by the hierarchical-control model
because intended results are represented as a convergent function,
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which produces a single perceptual signal, rather than as a divergent
network, which produces multiple behavioral outputs.

Most hierarchical models of behavior require that a high-level com-
mand be decomposed into many lower-level commands to produce an
intended result. In the hierarchical-control model, both the high-level
command and the intended result of the command are represented by a
single, unidimensional signal. The signal that represents the intended
result is a function of results produced by many lower-level commands.
But the high-level command does not need to be decomposed into all of
the appropriate lower-level commands (Powers, 1979). The difference
between the high-level command and the perceptual result of that com-
mand is sufficient to produce the lower-level commands that keep the
perceptual result at the commanded value (Marken, 1990).

Levels of Behavior

The hierarchical invariance properties of the control hierarchy pro-
vide a basis for determining whether its behavior is actually generated
by hierarchical processes. Hierarchical control can be seen in the rela-
tive timing of control actions. In a control hierarchy, lower-level sys-
tems must operate faster than higher-level systems. Higher-level sys-
tems cannot produce a complex perceptual result before the lower-level
systems have produced the component perceptions on which it depends.
This nesting of control actions can be seen in the differential speed of
operation of control systems at different levels of the control hierarchy.
Lower-level systems not only cornea for disturbances faster than higher-
level ones; they carry out this correction process during the higher-level
correction process. The lower-level control process is temporally nested
within the higher-level control process.

Arm Movement

Powers, Clark, & McFarland (1960) describe a simple demonstration
of nested control based on relative timing of control system operation.
A subject holds one hand extended straight ahead while the experi-
menter maintains a light downward pressure on it. The subject is to
move his or her arm downward as quickly as possible when the experi-
menter signals with a brief, downward push on the subject’s extended
hand. The result of this simple experiment is always the same: the sub-
ject responds to the downward signal push with a brief upward push
followed by downward movement of the arm. An electromyograph
shows that the initial upward push is an active response and not the
result of muscle elasticity.

The arm movement demonstration reveals one level of control nested

within another. The subject’s initial upward push (which cannot be sup-
pressed) is the fast response of a lower-level control system that is main-
taining the perception of arm position in a particular reference state
(extended forward). The behavior of this system is nested within the
response time of a higher-level system that moves the arm downward.
The higher-level system operates by changing the reference for the arm-
position control system. The downward signal push causes the brief
upward reaction because the signal is treated as a disturbance to arm
position. This is particularly interesting because the signal is pushing
the arm in the direction it should move; the lower-level reaction is “coun-
terproductive” with respect to the goal of the higher-level system (which
wants to perceive the arm down at the side). The reaction occurs be-
cause the lower-level system starts pushing against the disturbance to
arm position before the higher-level system can start changing the ref-
erence for this position.

Polarity Reversal

More precise tests of nested control were carried out in a series of
experiments by Marken & Powers (1989). In one of these experiments,
subjects performed a standard pursuit tracking task, using a mouse con-
troller to keep a cursor aligned with a moving target. At intervals dur-
ing the experiment, the polarity of the connection between mouse and
cursor movement was reversed in a way that did not disturb the cursor
position. Mouse movements that had moved the cursor to the right now
moved it to the left; mouse movements that had moved the cursor to
the left now moved it to the right.

A sample of the behavior that occurs in the vicinity of a polarity re-
versal is shown in Figure 2. The upper traces show the behavior of a
control-system model, and the lower traces show the behavior of a hu-
man subject. When the reversal occurs, both the model and the subject
respond to error (the deviation of the cursor from the target) in the wrong
direction, making it larger instead of smaller (any deviation of the error
trace from the zero line represents an increase in error). The larger error
leads to faster mouse movement, which causes the error to increase still
more rapidly. A runaway condition ensues, with error increasing expo-
nentially.

About 1/2 second after the polarity reversal, the subject’s behavior
departs abruptly from that of the model. The subject adjusts to the
polarity reversal, and the error returns to a small value. The model
cannot alter its characteristics, and so the error trace quickly goes off
the graph. These results provide evidence of two nested levels of con-
trol operating at different speeds. The faster, lower-level system con-
trols the distance between cursor and target. This system continues to
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operate as usual, even when, due to the polarity reversal, this causes
an increase in perceptual error. Normal operation is restored only after
a slower, higher-level system has time to control the relationship be-
tween mouse and cursor movement.

Levels of Perception

The arm movement and polarity shift experiments reveal the hierar-
chical organization of control from the point of view of the observer.
The hierarchical-control model suggests that it should also be possible
to view hierarchical organization from the point of view of the actor.
From the actor’s point of view, hierarchical control would be seen as a
hierarchy of changing perceptions. One way to look at this hierarchy is
again in terms of relative timing—in this case, however, in terms of the
relative timing of the perceptual results of control actions, instead of
the actions themselves.

Computation Time Window

The hierarchical-control model represents the results of control
actions as unidimensional perceptual signals. A configuration, such as
the letter “h; “ is a possible result of control actions, as is a sequence of
letters, such as the word “hello.” The model represents these results as
perceptual input signals, the intensity of a signal being proportional to
the degree to which a particular result is produced. This concept is con-
sistent with the physiological work of Hubei & Wiesel (1979), who found
that the firing rate of an afferent neuron is proportional to the degree to
which a particular environmental event occurs in the “receptive field”
of the neuron.

Many of the higher-level classes of perception in the control hierar-
chy depend on environmental events that vary over time. Examples are
transitions, events, and sequences. The neural signals that represent these
variables must integrate several lower-level perceptual signals that oc-
cur at different times. Hubei and Weisel found evidence of a computa-
tion time window for integrating perceptual signals. Certain cells re-
spond maximally to configurations (such as “lines”) that move across a
particular area of the retina at a particular rate. These are “motion de-
tector” neurons. The neurons respond maximally to movements of con-
figurations that occur within particular time windows. Movements that
occur outside of these time windows are not included in the computa-
tions of perceptual signals representing motion.
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Figure 2. Low-level runaway response to mouse-cursor polarity rever-
sal (after Marken & Powers, 1989, p. 415).



Levels by Time

The hierarchical-control model implies that the duration of the com-
putation time window increases at higher levels in the hierarchy. The
minimum computation time window for the perception of configura-
tions should be shorter than the minimum computation time window
for the perception of transitions, which should be shorter than the mini-
mum computation time window for the perception of sequences. I have
developed a version of the psychophysical method of adjustment that
makes it possible to see at least four distinct levels of perception by
varying the rate at which items occur on a computer display. A com-
puter program presents a sequence of numbers at two different posi-
tions on the display. The presentation positions are vertically adjacent
and horizontally separated by two centimeters. The numbers are pre-
sented alternately in the two positions. The subject can adjust the rate
at which the numbers occur in each position by varying the position of
a mouse controller.

The results of this study are shown schematically in Figure 3. At the
fastest rate of number presentation, subjects report that the numbers
appear to occur in two simultaneous streams; the fact that the num-
bers are presented to the two positions alternately is completely unde-
tectable. However, even at the fastest rate of number presentation, sub-
jects can make out the individual numbers in each stream. At the fast-
est rate, there are approximately 20 numbers per second in each stream.
This means that there is a 50-millisecond period available for detecting
each number. This duration is apparently sufficient for number recog-
nition, suggesting that the computation time window for perception
of configuration is less than 50 milliseconds. Studies of the “span of
apprehension” for sets of letters suggest that the duration of the com-
putation time window for perception of visual configuration might be
even less than 50 milliseconds, possibly as short as 15 milliseconds
(Sperling, 1960).

As the rate of number presentation slows, the alternation between
numbers in the two positions becomes apparent. Subjects report per-
ception of alternation or movement between numbers in the two posi-
tions when the numbers in each stream are presented at the rate of about
seven per second. At this rate, an alternation from a number in one
stream to a number in another occurs in 160 milliseconds. This dura-
tion is sufficient for perception of the alternation as a transition or move-
ment from one position to the other, suggesting that the computation
time window for transition perception is on the order of 160 millisec-
onds. This duration is compatible with estimates of the time to experi-
ence optimal apparent motion when configurations are alternately pre-

sented in two different positions (Kolers,1972).
The numbers presented in each stream are always changing. How-

ever, subjects find it impossible to perceive the order of the numbers as
they alternate from one position to another, even though it is possible
to clearly perceive the individual numbers and the fact that they are
alternating and changing across positions. The rate of number presen-
tation must be slowed considerably, so that each stream of numbers is
presented at the rate of about two per second, before it is possible to
perceive the order in which the numbers occur. At this rate, numbers
in the sequence occur at the rate of four per second. These results sug-
gest that the duration of the computation time window for the percep-
tion of sequence is about 05 seconds. This is the time it takes for two
elements of the sequence to occur—the minimum number that can con-
stitute a sequence.

The numbers in the rate-adjustment study did not occur in a fixed,
repeating sequence. Rather, they were generated by a set of rules—a
program. The sequence of numbers was unpredictable unless the sub-
ject could perceive the rule underlying the sequence. The rule was as
follows: if the number on the right was even, then the number on the
left was greater than five; otherwise, the number on the left was less
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Figure 3. Schematic representation of the results of the number rate ad-
justment study.



than five. (Numbers in the sequence were also constrained to be be-
tween zero and nine). Subjects could not perceive the program under-
lying the sequence of numbers until the speed of the two streams of
numbers was about 025 numbers per second, so that the numbers in the
program occurred once every two seconds. The perception of a pro-
gram in a sequence of numbers requires considerably more time then it
takes to perceive the order of numbers in the same sequence.

The perception of a sequence or a program seems to involve more
mental effort than the perception of a configuration or a transition.
Higher-level perceptions, like programs, seem to represent subjective
rather than objective aspects of external reality; they seem more like
interpretations than representations. These higher-level perceptions are
typically called “cognitions.” Of course, all perceptions represent sub-
jective aspects of whatever is “out there”; from the point of view of the
hierarchical-control model, the location of the line separating percep-
tual from cognitive representations of reality is rather arbitrary. Be-
havior is the control of perceptions which range from the simple (in-
tensities) to the complex (programs).

Perceptual Speed Limits

The hierarchical-control model says that all perceptions of a particu-
lar type are controlled by systems at the same level in the hierarchy.
This implies that the speed limit for a particular type of perception
should be about the same for all perceptions of that type. The 160 milli-
second computation time window for perception of transition, for ex-
ample, should apply to both visual and auditory transition There is
evidence that supports this proposition Miller & Heise (1950) studied
the ability to perceive an auditory transition called a “trill.” A trill is the
perception of a temporal alternation from one sound sensation or con-
figuration to another. The speed limit for trill perception is nearly the
same as the speed limit for visual transition perception found in the
number rate adjustment study—about 15 per second. As in the visual
case, when the rate of alternation of the elements of the auditory trill
exceeds the computation time window, the elements “break” into two
simultaneous streams of sound; the perception of transition (trill) dis-
appears, even though the sounds continue to alternate.

There is also evidence that the four-per-second speed limit for se-
quence perception found in the number-rate adjustment study ap-
plies across sensory modalities. Warren, Obusek, Farmer, & Warren
(1969) studied subjects’ ability to determine the order of the compo-
nent sounds in a sound sequence. They found that subjects could not
perceive the order of the components until the rate of presentation of
the sequence was less than or equal to four per second. This was a

surprising result, because it is well known that people can discrimi-
nate sequences of sounds that occur at rates much faster than four per
second. In words, for example, the duration of the typical phoneme is
80 milliseconds, so people can discriminate sequences of phoneme
sounds that occur at the rate of about 10 phonemes per second. But
there is reason to believe that the phonemes in a word are not heard
as a sequence; that is, the order of the phonemes cannot be perceived.
Warren (1974) showed that subjects can learn to tell the difference
between sequences of unrelated sounds that occur at rates of 10 per
second. However, the subjects could not report the order of the sounds
in each sequence, only that one sound event differed from another. A
word seems to be a lower-order perception—an event perception—
that is recognized on the basis of its overall sound pattern There is no
need to perceive the order in which the phonemes occur, just that the
temporal pattern of phonemes (sound configurations) for one word
differs from that for other words.

The Relationship Between Behavior and Perception

Configurations, transitions, events, sequences, and programs are po-
tentially controllable perceptions. An actor can produce a desired se-
quence of sounds, for example, by speaking sound events (phonemes)
in some order. An observer will see the production of this sequence as a
behavior of the actor. The hierarchical-control model suggests that the
actor’s ability to produce this behavior turns on his or her ability to
perceive the intended result. Since perception depends on speed, it
should be impossible for the actor to produce an intended result faster
than the result can be perceived. The observer will see this speed limit
as a behavioral limit. An example can be seen in the arm-movement
experiment described above. In that experiment, it appears that the time
to respond to the signal push is the result of a behavioral speed limit:
the inability to generate an output faster than a certain rate. But a closer
look indicates that the neuromuscular “output” system is perfectly ca-
pable of responding to a signal push almost immediately, as evidenced
by the immediate upward response to the downward signal push. The
same muscles that produce this immediate reaction must wait to pro-
duce the perception of the arm moving downward. The speed limit is
not in the muscles. It is in the results that the muscles are asked to pro-
duce; a static position of the arm (a configuration perception) or a move-
ment of the arm in response to the signal push (a relationship percep-
tion).
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Sequence Production and Perception

Some of the most interesting things people do involve the production
of a sequence of behaviors. Some recent studies of temporal aspects of
sequence production are directly relevant to the hierarchical-control
model. In one study, Rosenbaum (1987) asked subjects to speak the first
letters of the alphabet as quickly as possible. When speed of letter pro-
duction exceeded four per second, the number of errors (producing let-
ters out of sequence) increased dramatically, indicating a loss of control
of the sequence. The speed limit for sequence production corresponds
to the speed limit for sequence perception—four per second.

The letter-sequence study does not prove that the speed limit for
letter-sequence production is caused by the speed limit for letter-se-
quence perception. It could be that the speed limit is imposed by char-
acteristics of the vocal apparatus. However, in another study,
Rosenbaum (1987) found the same four-per-second speed limit for
production of errorless finger-tap sequences. The speed limit for fin-
ger-tap sequence production is likely to be a perceptual rather than a
motor limit, because we know that people can produce finger taps at
rates much higher than four per second. Pianists, for example, can do
trills (alternating finger taps) at rates which are far faster than four
per second. Further evidence of the perceptual basis of the finger-tap
sequence speed limit would be provided by studies of finger-tap se-
quence perception. When a subject produces a sequence of finger taps,
he or she is producing a sequence of perceptions of pressure at the
finger tips. A perceptual experiment where pressure is applied to the
tips of different fingers in sequence should show the four-per-second
speed limit. Subjects should have difficulty identifying the order of
finger-tip pressures when the sequence occurs at a rate faster than
four per second.

Confounding Levels

It is not always easy to find clear-cut cases of behavioral speed limits
that correspond to equivalent perceptual speed limits. Most behavior
involves the control of many levels of perception simultaneously. People
control higher-level perceptions (like sequences) while they are con-
trolling lower-level perceptions (like transitions). This can lead to prob-
lems when interpreting behavioral speed limits. For example,
Rosenbaum (1983) presents some finger tapping results that seem to
violate the four-per-second speed limit for sequence perception. When
subjects tap with two hands, they can produce a sequence of at least
eight finger taps per second. But each tap is not necessarily a separate
event in a sequence. Some pairs of taps seem to occur at the rate at which

sequences are experienced as events. A sequence of finger taps is an
event in the same sense that the sequence of muscle tensions that pro-
duce a finger tap is an event; the order of the components of the se-
quence cannot be perceived. These finger-tap events are then unitary
components of the sequence of finger-tap perceptions.

The fact that cetain pairs of finger taps are produced as events rather
than ordered sequences is suggested by the errors made at each point
in the finger-tap sequence. Errors occur most frequently at the point in
the sequence at which a fast pair is being initiated. Errors rarely occur
for the second element of a fast pair. This suggests that the errors occur
at the sequence level rather than the event level. The subject’s attempts
to produce a key-press sequence too rapidly apparently interfere with
sequence rather than event production. Events are already produced at
a fast enough rate, and an increase in the speed of sequence production
has little effect on the ability to control the component events.

Changing Perception Can Change Behavior: Going Up A Level

The relationship between perception and behavior can be seen when
a person learns to perform a task by controlling a new perceptual vari-
able. An example of this can be seen in simple pursuit-tracking tasks. In
the typical tracking task, the target moves randomly. When, however, a
segment of target movement is repeated regularly, the subject’s track-
ing performance improves markedly with respect to that segment (Pew,
1966). According to the hierarchical-control model, control is improved
because the repeated segment of target movement can be perceived as a
predictable event. With the random target, the subject must wait to de-
termine target position at each instant in order to keep the cursor on
target. With the repeated target, the subject controls at a higher level,
keeping a cursor-movement event matching a target-movement event.
The fact that the subject is now controlling a higher-level perception
(an event, rather than a configuration) is evidenced by the longer reac-
tion time when responding to a change in target movement. When con-
trolling the target-cursor configuration, the subject responds almost
immediately to changes in target position. When controlling target-cur-
sor movement events, it takes nearly 1/2 second to respond to a change
in target-movement pattern.

An experiment by Robertson & Clines (1985) also shows improved
performance resulting from changed perception. Subjects in the Robertson
and Clines study performed a learning task where the solution to a com-
puterized game could be perceived at several different levels. Subjects
who were able to solve the game showed three distinct plateaus in their
performance. The level of performance, as indicated by reaction-time
measurements, improved at each succeeding plateau. Because the same
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outputs (key presses) were produced at each level of performance, each
performance plateau was taken as evidence that the subject was control-
ling a different perceptual variable.

Behavior/Perception Correlations

Few psychologists would be surprised by the main contention of this
paper: that there is an intimate relationship between perception and
behavior. However, most models of behavior assume that the nature of
this relationship is causal: that behavior is guided by perception. This
causal model provides no reason to expect a relationship between the
structure of perception and behavior. For example, the causal model
provides no reason to expect a relationship between the ability to iden-
tify a sequence of sounds (perception) and the ability to produce a se-
quence of actions (behavior). This does not mean that the model rules
out such relationships; it just does not demand them.

The control model integrates perception and behavior. Behavior is no
longer an output, but instead a perceptual input created by the com-
bined effects of the actor and the environment. Behavior is perception
in action. From this point of view, behavioral skills are perceptual skills.
Thus, it is not surprising to find some indication of a correlation be-
tween behavioral and perceptual ability. For example, Keele and his
colleagues (Keele, Pokorny, Corcos, & Ivry, 1985) have found that the
ability to produce regular time intervals between actions is correlated
with the ability to perceive these intervals. These correlations are fairly
low by control-theory standards, but they are expected if the produc-
tion of regular time intervals involves control of the perception of these
intervals.

Conclusion

This report has presented evidence that human behavior involves
control of a hierarchy of perceptual variables. There is evidence that the
behavior of non-human agents, such as chimpanzees, also involves the
control of a similar hierarchy of perceptions (Plooij & van de Rijt-Plooij,
1990). A model of hierarchical control shows how studies of perception
and behavior provide evidence about the nature of control from two
different perspectives. Perceptual studies provide information about the
ability to perceive potentially controllable consequences of actions. Be-
havioral studies provide information about the ability to produce de-
sired consequences. The factors that influence the ability to perceive the
consequences of action should also influence the ability to produce them.
In both cases, we learn something about how agents control their own
perceptions.

The hierarchical-control model implies that limitations on the ability
to produce behavior reflect limitations on the ability to perceive intended
results. The speed at which a person can produce an errorless sequence
of events, for example, is limited by the speed at which the order of
these events can be perceived. But not all skill limitations are percep-
tual limitations. Controlled (perceived) results are produced, in part,
by the outputs of the behaving agent. The ability to produce certain
outputs can limit the ability to control certain perceptions. For example,
it is impossible to perceive oneself lifting a 300-pound barbell until the
muscles have been developed to the point that they are able to generate
the output forces necessary to control this perception.

Perception and behavior are typically treated as two completely dif-
ferent types of phenomena. Perception is a sensory phenomenon; be-
havior is a physical phenomenon. But the concept of control as the be-
havior of perception suggests that this separation is artificial. Percep-
tion and behavior are the same phenomenon seen from two different
perspectives. In order to understand how this phenomenon works, it
will be necessary to understand how agents perceive (perception) and
how they act to affect their perceptions (behavior). Studies of percep-
tion and behavior should become an integral part of the study of a single
phenomenon: control.

Availability of Software

A HyperCard version of the number-rate-adjustment program can be
obtained from the author. Send a formatted 3.5-inch double-density or
high-density diskette in a reusable mailer with return postage.
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Mimicry, Repetition,
and Perceptual Control

W. Thomas Bourbon
(Research Division, Department of Neurosurgery, University of
Texas Medical School - Houston, 6431 Fannin, Suite 7.148,
Houston, TX 77030)

Abstract

In their attempts to explain, predict, and control human behavior,
behavioral scientists typically overlook controlling done by themselves
and by the people they study. The literature on perceptual control theory
(PCT) describes several reasons for that omission, and in this paper I
show another. when they mimic events in the environment, or when
they repeat actions that they imagine or remember, people “act like”
the kinds of lineal causal systems portrayed in most behaviorist and
neuro-cognitive theories of behavior. A PCT model can emulate the be-
havior both of the person who acts like the lineal causal models and of
the lineal models themselves. The results described in this paper show
that the lineal causal models used in the behavioral sciences produce
behavior that is a special limiting case of the behavior exhibited by the
control-system model in PCT.

Mimicry and Repetition are Limiting Cases of Perceptual Control

People are living control systems who control many of their own
perceptions. This paper is about two circumstances that have led sci-
entists to think people are not living control systems: (1) when people
try to mimic the actions of variables in the environment, and (2) when
people try to repeat remembered or imagined patterns of actions. In
these cases, the behavior of a control system can be mistaken for that
of a lineal causal system whose actions are caused by antecedent
events. To show that observers can mistake people for cause-effect
systems, I use a demonstration that builds on work described in a
previous paper, “Models and Their Worlds” (Bourbon & Powers, 1993),
hereafter referred to as “Worlds.” In the present demonstration, a per-
son does variations on a simple pursuit-tracking task. In the
process, the person unintentionally imitates the performance of two
popular cause-effect models of people. Then I show a PCT model that
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duplicates the person’s performance, as well as that of each lineal
causal model.

The Experimental Setting: Pursuit Tracking

Figure 1A shows the experimental setting from “Worlds.” A person
uses a control handle to affect a cursor (a short horizontal mark on a
computer screen) while two target marks unaffected by the handle move
in unison up and down on the screen. Figure 1B shows the environ-
mental variables that affect the cursor and target. For each of 1800 mo-
ments sampled during a one-minute run and modeled during a simu-
lation, the following program statement determines the position of the
cursor:

c: = h + d,

where c is cursor position, h is handle position, t is the momentary
value of the target function generated by the computer, and d is the
momentary value of a computer-generated disturbance (zero for some
runs).

For the first part of the demonstration, the task was the same as the
one described in “Worlds”:

The person’s task in all phases of the experiment is to keep the
cursor exactly between the target lines. (There is nothing special
about that relationship between cursor and target; the person
could easily select any other.) This task is known as “tracking”
(Bourbon & Powers, 1993, p. 55).

Seen Cursor Position Minus Seen Target Position Equals Zero

Figure 1C shows the results when the person kept the cursor aligned
with a moving target. The target moved up and down at a constant
velocity, and no disturbance affected the cursor (d = 0). The person
moved the handle in a pattern that necessarily, but unintentionally, re-
sembled the pattern for the target.

Perceptual control theorists often use the PCT model to reproduce
and predict results like these. Correlations between predicted and ac-
tual handle positions often exceed .995, even when the predictions pre-
cede the person’s data by one year (Bourbon, Copeland, Dyer, Harman,
& Mosley, 1990) or five years (Bourbon, 1993a). In those studies, people
kept the cursor aligned with the target, but a person could easily select
any other relationship to control, as I show next.

Seen Cursor Position Minus Seen Target Position Equals Various Values

Figure 1D shows the results with the person in the same setting as
before, but with the target moving at a slower velocity. During succes-
sive 15-second intervals, the person (a) did not move the handle, (b)
kept the cursor even with the target, (c) kept the cursor an inch above
the target, and (d) moved the cursor to positions twice as great as the
inverse of the target. The person did not need practice to produce these
results. Bourbon (1993b) showed that a simple PCT model can dupli-
cate results like these. When a person and a PCT model adopt and cre-
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Figure 1. A. The experimental setup, in which a person uses a control
handle to keep a cursor in a desired relationship with a moving target
on a computer screen. B. Environmental connections among handle po-
sition (h), the disturbance function (d), target function (t), target marks
(tl and tr), and cursor (cur). C. Results when a person did the tracking
task and d was zero. D. Results when a person did the tracking task and,
during successive 15-second periods, (a) did not move the handle, (b)
kept the cursor aligned with the target, (c) kept the cursor one inch above
the target, and (d) moved the cursor to twice the inverse of the target
position. (In the plots, “up” represents the handle moving away from
the person, and the cursor and target moving upward on the screen. The
horizontal axis of each plot represents time, from 0 to 60 seconds.)



ate different intended perceptions, they disprove the common miscon-
ception that control systems cannot change their “goals” or intended
results.

Predictions by the Three Models from “Worlds”

In “Worlds,” after a run with the conditions shown in Figure 1C, we
tested two popular lineal causal models and the model from perceptual
control theory. We compared the models’ predictions of what the per-
son would do when the experimental conditions changed. We described
the models in detail in “Worlds”; I summarize them in this paper’s
Appendix.

Running the Models

In ‘Worlds,” we described the procedures for running (simulating)
each model. We used the person’s data from an initial experiment to
estimate the parameters for each model, then ran the models under al-
tered conditions. The present demonstration followed the same proce-
dure: I used data from Figure 1C to estimate the parameters of the mod-
els, then ran them in simulation. The top row of Figure 2 shows the
results of the simulations, which are the same as those in Phase 3 of
“Worlds” (p. 65). Each result is a quantitative prediction by a model
(described in the Appendix) of what would happen if the person func-
tioned like that particular model.

The PCT model. The PCT model tests the idea that when the person
produced the results in Figure 1C, he compared his momentary percep-
tions against what he intended to perceive. When there was a mismatch
between present and intended perceptions, his actions changed to cre-
ate and maintain a match. If the person acted that way during the first
task, then he could probably keep the cursor aligned with the target,
even when it followed a new and variable pattern and a random distur-
bance affected the cursor. His handle positions, which would vary as
necessary to oppose the random disturbance, would be unintended side-
effects of control and would no longer duplicate the positions of the
target or the cursor they control.

In the present simulation of the PCT model (Figure 2A), the reference
signal specified the perceptual signal, and any discrepancy between the
signals drove the handle to positions that canceled the effects of the
disturbance to the cursor. The cursor remained aligned with the target,
as was intended, and the position of the handle was an unintended
side-effect of control.

The S-R model. A stimulus-driven (stimulus-response, S-R) model
tests the idea that for the results in Figure 1C, the position of the target

reflexively determined the position of the person’s control handle. If
the person acted that way during the first run, then his handle could
still follow the target when it traced a new and variable pattern and a
random disturbance affected the cursor. In that case, the position of
the cursor would become an unintended side-effect of control. In the
present simulation of the S-R model (Figure 2B), the target determined
the position of the handle, and their momentary positions were nearly
identical. The cursor “wandered” away from the target and its posi-
tion was an unintended side-effect.

5958

Figure 2. Top row, predictions by (A) a PCT model (cursor position - target
position = zero), (B) an S-R model (handle position = target position), and
(C) a plan-driven model (handle position = planned handle position). (These
models are described in the Appendix.) Middle row, data when the person
controlled (D) to keep the seen cursor even with the seen target, (E) to keep
felt (unseen) handle position = seen target position, and (F) to keep felt
(unseen) handle position = planned handle position. Bottom row, results
when the PCT model impersonated the other models, with reference sig-
nals for (G) handle position = target position, and (H) handle position =
planned handle position. In each run or simulation, the target path was the
same, and the same random disturbance affected the cursor. (In the plots,
“up” represents the handle moving away from the person, and the cursor
and target moving up on the screen. The horizontal axis of each plot repre-
sents time, from 0 to 60 seconds.)



The plan-driven model. The plan-driven neuro-cognitive model tests
the idea that, for the results in Figure 1C, the person’s memory of mo-
mentary handle positions from earlier practice sessions determined
the position of his control handle. If the person acted that way during
the first run, then his handle positions should duplicate the ones in
Figure 1C, even when the target followed a new and variable pattern,
and a random disturbance affected the cursor. Neither the handle nor
the cursor would duplicate the pattern of movement traced by the tar-
get. The position of the cursor would be an unintended side-effect of
control.

In the present simulation of the plan-driven neuro-cognitive model
(Figure 2C), the plan for a pattern of target movements (“remembered”
from the data in Figure 10 determined the position of the handle. The
uncontrolled cursor wandered independently of the target. Its position
was a side-effect of control.

The Person Performs Under New Conditions

In the simulations I just described, the three models predicted dif-
ferent results for the person running under the environmental condi-
tions from Phase 3 of “Worlds” (pp. 64-67). Now I report what hap-
pened when the person repeated the tracking task three times under
those conditions. A random disturbance affected the position of the
cursor, and, from one excursion to the next up or down the screen, the
probability was 2/3 that the velocity of the target would change to
another of three possible values. During the first repetition, the per-
son again kept the cursor aligned with the target; in the other two, he
created results in which the position of the cursor became an uncon-
trolled side effect.

Seen Cursor Position Minus Seen Target Position Equals Zero

First, the person kept the cursor aligned with the target. Figure 2D
shows the results. The patterns of positions for the target and cursor
were similar (r = .91, n = 1800 data pairs). The pattern of the person’s
handle movements necessarily differed from that in Figure 1C. He con-
trolled the relationship of the cursor and target, which was a conse-
quence of actions, but did not control his actions. The relationship be-
tween his actions and the movements of the target necessarily varied to
eliminate effects of the disturbance on the cursor’s position. It is impos-
sible for a person to specify and plan the required actions before a con-
dition as variable and disturbed as this one.

Failed models? In “Worlds,” we compared the person’s data in this
condition against the predictions by the two lineal causal models, which

in the present demonstration is the same as comparing Figure 2D with
Figure 2B and 2C. Obviously, the results when the person used the handle
to keep the cursor aligned with the target were different from the re-
sults of the lineal causal models. Those models controlled the position
of the simulated handle, but not the cursor. The lineal models, which
can accurately explain the results of the undisturbed condition shown
in Figure 1C, failed to predict the results in Figure 2D. The person did
not act like a lineal causal system, but can he?

Mimicry and repetition. So far, the person has controlled the position
of a cursor compared with a target, and the positions of his control
handle were unintended and uncontrolled side-effects. What would
happen if he did not control the position of the cursor at all, and in-
stead controlled his actions? The position of the cursor would become
an uncontrolled side-effect. Next, I show the results when the person
ran under the same conditions as shown in Figure 2D but controlled
his felt perceptions of hand movements. First he made them match the
seen movements of the target, then he made them match a remem-
bered pattern of felt movements. In the first case, his movements mim-
icked a present perception in another sensory modality. They appeared
to fit the S-R model, where “stimuli” (movements of the target) cause
“responses” (movements of the handle). In the second case, his move-
ments repeated a remembered pattern. They appeared to fit the plan-
driven neuro-cognitive model, where plans or commands from the
mind-brain control handle movements, independent of events in the
environment.

Mimicry: Felt Handle Position Equals Seen Target Position

People sometimes make their actions mimic those of other people.
Some children who watch adults playing musical instruments use toy
instruments and make exaggerated motions that they believe are the
same as the adult’s actions. Sometimes an inexperienced person attempts
to perform without practice in a marching band or military unit by
watching and duplicating the actions of others in the unit. In gather-
ings, sometimes individuals mimic what they see other people doing.
In cases like these, people try to make their felt actions match actions or
events they see in the environment.

During the present demonstration, the person made his felt, but un-
seen, handle movements match the movement of the target. By mak-
ing his actions duplicate the movements of an environmental stimu-
lus, he played the role of an S-R system; he functioned like a control
system, making his presently perceived hand position match the pres-
ently seen position of the target. To help him play that role, the target
function and the disturbance remained the same for 15 practice runs,
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and a piece of cardboard shielded his hand from view. He practiced
nuking his felt hand movements match the movements of the target
on the screen. When he decided that he was “ready,” he did the run
shown in Figure 2E and 11 similar runs, for a total of 12 runs.

The person’s controlled handle movements generally resembled the
pattern of target movements. The mean correlation for twelve sets of
predicted and actual handle positions was .824 (S.D. = .089, range =
.981 to .615, n = 1800 data pairs per set). By accepted standards in be-
havioral science, that mean correlation is extremely high, but agreement
between predicted and actual handle positions is even higher when a
person keeps a cursor aligned with a target. In a study with 104 sets of
1800 predicted and actual handle positions, Bourbon et al. (1990) re-
ported a mean correlation of .996 (S.D. = .002). It is easier for people to
make one seen environmental variable track another than to make their
own felt actions “track” a seen variable.

There were obvious differences between movements of the target and
handle. For example, the target always moved at one of three uniform
velocities, but the person’s handle velocities were not uniform. Also,
before reversing direction, the target always moved the same distance
above or below the center of the screen, but the person reversed handle
movements at varying distances from the center of their range. He did
not perfectly duplicate the performance of a pure S-R system. Even af-
ter 12 practice sessions, it was not easy for him to judge and control
either the velocity of handle movements or the distances he moved the
handle before reversing its direction.

During the present trials, the cursor was affected by a random distur-
bance and by the handle. It “wandered” around the position of the tar-
get. Cursor position was an accidental side-effect when the person con-
trolled the position of the handle.

Repetition: Felt Handle Position Equals Remembered Handle Position

Sometimes people make their patterns of actions repeat a remembered
or imagined pattern. Many self-improvement and rehabilitation pro-
grams urge clients to imagine themselves doing a desired action “per-
fectly;” then to do the action as imagined. When people attempt to move
through a darkened familiar environment, they sometimes try to dupli-
cate movements they remember from when they could see their sur-
roundings. In a group that uses a device like a baton or banner to do
synchronized routines, some people who drop the device try to con-
tinue making movements remembered from performances when they
held it. In cases like these, people try to make the actions they feel match
patterns they remember or imagine.

In the present demonstration, the person did the condition shown in

Figure 2, except that he made the pattern of his felt-but-unseen handle
movements match the pattern he remembered from the condition
shown in Figure 1C. By making his actions duplicate the earlier pat-
tern, he imitated the performance of a neuro-cognitive plan-driven
system. To help him act that role, he ran 22 replications of the undis-
turbed task shown in Figure 1C and kept the cursor aligned with the
target. A piece of cardboard screened his hand from view, and he paid
close attention to the tactile and kinesthetic sensations that accompa-
nied successful tracking. He intended to repeat the practiced move-
ments from memory when the screen was blanked during the next
task When he was ready, the program started. The initial positions of
all variables were displayed on the screen, then the screen went blank
and he completed the run shown in Figure 2F and 15 additional runs,
for a total of 16 runs.

Qualitatively, the pattern of the person’s controlled handle move-
ments resembled the one from Figure 1C. Quantitatively, the match
between modeled and actual patterns of handle movement was atro-
cious. The mean correlation for sixteen sets of 1800 predicted and ac-
tual handle positions was -0.003 (S.D. = .118, range = .390 to -.223). It
was much harder for the person to create a precise replica of a highly
practiced regular pattern of handle movements than to make either a
cursor or his hand movements match a seen target. This result has
serious implications for all neuro-cognitive plan-driven models of be-
havior, but especially for those where people claim that the elimina-
tion of sensory “feedback” does not affect planned actions. In the present
case, simply concealing the person’s hand behind a piece of cardboard
eliminated precise repetition of the desired pattern.

There were obvious differences between handle movements during
the undisturbed run and this one. In the undisturbed run, where handle
position was an accidental side-effect of control, the velocity of the
person’s handle movements necessarily approximated the uniform ve-
locity of the target; in the plan-driven run, where he controlled the
handle’s positions, handle velocities were more erratic. Also, during
the plan-driven run, he reversed the direction of the handle at varying
distances from the center of its range; during the undisturbed run, when
the position of the handle was an unintended side-effect, the reversals
were more uniform. Even after 22 practice sessions, it was not easy for
him to judge and control either the velocity of handle movements or
the distances he moved the handle before he reversed its direction

The person labored under other serious burdens that confront every
Plan-driven system. Such systems are extraordinarily sensitive to the
slightest errors in the timing of actions and to the smallest deviations
from the required values of any important variables. A deviation at any
time during the running of such a system can quickly lead to actions

6362



and consequences that are the reverse of what they should be. We dis-
cussed this extreme sensitivity to small errors in “Worlds” (p. 59), but
we did not show quantitative examples of its consequences. Plan-driven
models cannot serve as general models of human behavior.

Comparing the Models and the Person

The person’s handle positions (Figure 2E and 2F) were more variable
than those of the corresponding lineal causal models (Figure 2B and
2C, respectively), in large part due to his not maintaining uniform ve-
locities for the handle. Also, the person moved the handle through a
pattern that was not centered in the range of movement, but the models
centered their simulated handles. Finally, the plan-driven model per-
fectly “remembered” the pattern of target movement from the first run,
but the person obviously did not; he reversed the direction of handle
movement at the wrong times, compared to the ideal remembered pat
tern. When it comes to controlling one’s own actions, what happens is
not always what the person remembers and intends.

The PCT Model Emulates the Person and the Causal Models

Pure causal systems, like the lineal models I explained earlier, cannot
produce unvarying results in a variable environment. In ‘Worlds,” we
described a rationale for making causal models succeed in a variable
world:

To modify cognitive or SR models so that, like living systems, they
might thrive amidst change, we must... give each model an internal
standard and a process for comparing present perceptions against
that standard. But then the models would all be control systems,
each controlling its input (Bourbon & Powers, 1993, p. 70).

We cannot modify either a pure S-R model or a pure plan-driven model
so that it emulates the PCT model, yet simultaneously preserve its core
structure. On the other hand, we can easily modify a PCT model so that
it emulates either lineal causal model: All we have to do is change p*,
the reference signal for the PCT model.

The PCT Model Emulates the S-R Model

To emulate the S-R model, where the position of the target deter-
mines the position of the model’s handle, the PCT model makes its
perceived handle position match the perceived position of the target.
The reference signal, p*, becomes h - t = zero, where h and t are posi-

tions of the handle and target. Any perceived discrepancy (error sig-
nal) between h and t changes the position of h, according to the follow-
ing program steps:

p: = h - t
error: = p* - p
h: = h + k•error•dt

With no other change, the PCT model will “impersonate” the S-R
model (and the person, when he made his felt handle movements
match seen target movements).

Figure 2G shows the results when the “modified” PCT model ran in
simulation. It reproduced the results of the pure S-R model (Figure 2B):
the disturbed and uncontrolled cursor no longer tracked the target, but
handle movements, which were now controlled, accurately tracked tar-
get movements. This PCT model also reproduced general features of
the person’s attempt at impersonating a stimulus-driven system, shown
in Figure 2E. However, the agreement between the PCT model and the
person would be just as poor as that between the S-R model and the
person.

The PCT Model Emulates the Plan-Driven Mode!

The PCT model can emulate the plan-driven model, where the com-
puted or remembered pattern of previous target positions determines
the position of the model’s handle. In that role, the PCT model specifies
that the perceived handle position at any moment matches the com-
puted position. The reference signal, p*, for the PCT model becomes
h - H = zero, where h is the present position of the handle, and H is the
momentary computed or remembered ideal position. A perceived dis-
crepancy between those positions produces movements of the handle,
according to the following steps in the computer program:

p: = h - H
error: = p* - p
h: = h + k•error•dt

With no other change, the PCT model will emulate the plan-driven
model (and the person, when he made his felt handle movements match
a remembered pattern of handle movements).

Figure 2H shows the results when the “modified” PCT model ran in
simulation. It accurately duplicated the results of the pure plan-driven
model (Figure 2C). The PCT model also reproduced qualitative features
of the person’s attempt at impersonating a neuro-cognitive plan-driven
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system, shown in Figure 2F. However, the agreement between the PCT
model and the person would be just as poor as that between the neuro-
cognitive plan-driven model and the person.

Discussion

A person can act like a system where environmental stimuli control
its actions, and like one where internal plans and commands control its
actions; a PCT model can achieve the same results as the person, but
neither a pure stimulus-controlled model nor a pure plan-driven model
can duplicate all of the appearances of a person and of the other mod-
els. To make either cause-effect model to do that, we would need to
radically change its core structure and convert it into a perceptual con-
trol system. However, for people or PCT models to act like lineal causal
systems, their core structures do not change. All that changes for the
person is the intended perception; for the PCT model, only the refer-
ence signal changes.

Generality of the PCT Model

In the present demonstration, a person used the experimental ar-
rangement shown in Figure 1A to achieve several different controlled
results. In the second stage of the demonstration, three different mod-
els of behavior each predicted one of the person’s results: the PCT model
kept its cursor aligned with a target, the S-R model made its handle
movements match target movements, and the plan-driven model made
its handle movements match a remembered plan. The success of all
three models during that stage does not mean that we need a different
model to explain the person’s performance in each condition. To the
contrary, in the final stage of the demonstration, a PCT model with a
simple change in its reference signal duplicated all of the results of the
person and the two lineal causal models. Perceptual control theory
provides a general model of control behavior, while each of the lineal
models applies only to a limiting case.

There is no defense for using either lineal causal model as a general
model of behavior, but many behavioral scientists do. The settings
where scientists believe the environment controls a person’s behavior
are diverse. They range from behavioral conditioning laboratories,
where scientists say environmental stimuli control a person’s actions,
to social gatherings, where they say people “lose control” of their be-
havior, with control passing to presumed forces such as a “virus-like
emotional contagion” or a “group mind.” Instead of proving the legiti-
macy of a stimulus-response model, those are instances when, for
whatever reasons, people intend to perceive their actions matching

perceptions of a selected feature of the environment. Other conse-
quences of a person’s actions would, like the position of the cursor in
the present demonstration, “go out of control.” Events like these often
catch the attention of observers, whether they are behavioral scientists
or the local constabulary, but those observers are wrong if they assume
that the person has “lost control” to “powerful” forces in the environ-
ment.

There are also many settings where scientists believe that a plan
(command, trait, neural signal, gene, force) from the mind-brain con-
trols a person’s behavior. They range from concert halls, where many
scientists say that some performers’ actions occur too regularly and
rapidly for the environment to affect them, to neurophysiological clin-
ics, where they say that people with damaged spinal sensory nerves
provide evidence that motor plans determine the course of behavior.
Instead of proving the legitimacy of a plan-driven model, these are
instances when, for whatever reasons, people intend to perceive their
actions matching remembered or imagined patterns of movements.
When they do, other consequences of their actions will, like the position
of the cursor in the present demonstration, “go out of control.”

How Could behavioral Scientists Overlook the Fact of Control?

I have shown that, depending on which perceptions a person con-
trols, an observer can mistake the person for a stimulus-controlled sys-
tem or a plan-driven system. That is one reason behavioral scientists
might have overlooked the phenomenon of control. There are other rea-
sons, and perceptual control theorists have described some of them.

For one thing, when scientific psychology began in the 1800s, psy-
chologists followed a tradition several centuries old. They assumed
that the lineal models of cause and effect explaining the actions of in-
animate objects also explain human behavior. But as William Powers
has written, the “orderly march of cause and effect from stimulus ob-
ject to sensory receptor, and from muscle tension to the eventual be-
havioral result, does not exist” (Powers, 1973, p. 4). Powers described
a fact that sometimes makes it difficult for informed observers to see
the phenomenon of control and virtually guarantees that uninformed
ones will not:

In general an observer will not, therefore, be able to see what a
control system is controlling. Rather, he will see an environment
composed of various levels of perceptual objects reflecting his own
perceptual organization and his own vantage point. He will see
events taking place, including those he causes, and he will see the
behaving organism acting to cause changes in the environment and
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the organism’s relationship to the environment. The organism’s
activities will cause many changes the observer can notice, but what
is controlled will only occasionally prove to be identical with any
of those effects. Instead, it will normally be some function of the
effects, and the observer’s task is to discover the nature of that
function (1973, p. 233, emphases in the original).

Powers has written much more about those ideas (see Powers, 1989,
1992). So have other perceptual control theorists. One of them, Wayne
Hershberger (1987a, 1987b, 1988, 1989, 1990), has discussed the idea that
when an organism controls its perceptions, observers often notice overt
actions that seem either elicited by antecedent environmental stimuli,
or emitted from within the organism Psychologists have treated elic-
ited and emitted behaviors as distinct from one another and governed
by different “laws”; they sometimes call elicited actions “involuntary”
and emitted actions “voluntary.” Hershberger emphasizes the fact that
organisms voluntarily control many of their perceptions of environmen-
tal variables by using involuntary actions to eliminate effects of envi-
ronmental disturbances acting on those variables. The illusory exclu-
sivity of the two “classes” of behavior makes it difficult for many ob-
servers to notice that the organism is a controller.

In a series of ingenious experiments, Richard Marken (1982, 1989, 1992)
has illuminated another point made by Powers: when an organism vol-
untarily controls its perceptions, its actions simultaneously produce
many unintended consequences. It is not always obvious which of the
many variables an organism affects are “under control.” Marken has
shown the procedures that an observer must follow to distinguish be-
tween intended and unintended consequences of behavior—between
controlled and uncontrolled states of the environment.

Marken (1993) also has shown several circumstances where an ob-
server can mistakenly think a perceptual control system is a reflexive
stimulus-response system, or a reinforcement-controlled system, or a
cognitive system. Mistakes like these are behind many lineal causal
models in behavioral science, and they guarantee that scientists will
“miss” the fact that organisms control many of their own perceptions.
Marken suggests that theorists who advocate any of the three mutually
exclusive lineal causal models are similar to the three legendary blind
men who encountered an elephant: each observes part of the phenom-
enon of control, consequently, their various interpretations of the phe-
nomenon are incomplete and incorrect, but understandably so.

Conclusion

In the present demonstrations, a person and a PCT model emulated,

or “acted like,” lineal causal models used in nearly all behavioral theo-
ries. Similarly, in laboratories and clinics, people emulate nearly any
kind of system a scientist thinks they should be. For more than a cen-
tury, the clinical practices, research methods, and theoretical preferences
of behavioral scientists have guaranteed they would not discover this
obvious fact: a person is one kind of “thing” that an observer can mis-
take for any of the many kinds behavioral scientists have imagined.
Every person controls perceptions; perceptual control theory explains
and predicts the control of perception, even when a person imperson-
ates a lineal causal system.

Appendix

The following behavioral models are from the paper “Models and
Their Worlds” (Bourbon & Powers, 1993).

The S-R Model

From the person’s data during the run in Figure 1, we calculated the
slope (m) and offset (intercept, b) of the regression of the handle on the
target. Target position is t and handle position is h. The S-R model for
the person consists of

h: = mt + b

and

c: = h + d.

Target position, an independent variable, determines handle position,
as a dependent variable. This model represents pure environmental
control of behavioral actions.

The Plan-Driven Model

The plan-driven cognitive model “remembers” the average pattern
of target movements during the run shown in Figure 1, then “computes”
handle movements that perfectly match those target movements. The
resulting model consists of

h: = H

and
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c: = h + d.

In this model, a computed representation (H) of the pattern of previous
target movements (t) causes the handle to move in a pattern identical to
that of the computed representation.

The PCT Model

The computational steps for the PCT model are

p: = c - t,

error: = p* - p,

h: = h + k•error•dt,

and c: = h + d,

where p is the perceptual signal, and p* is the reference signal or in-
tended value of p. In “Worlds” (Bourbon & Powers, 1993, p. 61), we
explained k, the integration factor that resents the velocity of handle
movements when there is error, and dt, the sampling interval (here, 1 /
30 second). The reference signal specifies the perceptual signal; if they
do not match, the resulting error causes handle movement.
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The Control Systems Group is a membership organization which
supports the understanding of cybernetic control systems in organ-
isms and their environments: living control systems. Academicians,
clinicians, and other professionals in several disciplines, including
biology, psychology, social work, economics, education, engineer-
ing, and philosophy, are members of the Group. Annual meetings
have been held since 1985. The CSG Business Office is located at 73
Ridge Pl., CR 510, Durango, CO 81301; phone (303)247-7986.

The CSG logo shows the generic structure of cybernetic control
systems. A Comparator (C) computes the difference between a ref-
erence signal (represented by the arrow coming from above) and
the output signal from Sensory (S) computation. The resulting dif-
ference signal is the input to the Gain generator (G). Disturbances
(represented by the black box) alter the Gain generator output on
the way to Sensory computation, where the negative-feedback loop
is closed.
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From the Editor
Closed Loop begins its fourth year with a new subtitle, Journal of Living 

Control Systems, which replaces Threads from CSGnet. I hope that this 
will signal a shift  in the contents away from CSGnet conversations, 
toward research reports, clinical studies, and review articles. My ulti-
mate goal is a peer-reviewed journal which includes contributions to 
the science of living control systems writt en by both Control Systems 
Group members and non-members. To start moving toward that goal, 
I need submissions from you. Why not send a manuscript before I come 
asking you personally? Consider yourself warned!

This issue contains articles by seven “pioneering” (in my estimation) 
perceptual control theorists, all of whom have been studying and using 
(and, in some cases, inventing) perceptual control theory for several 
years. I asked them to write on the theme “PCT: Looking Back, Looking 
Forward,” and, in my opinion, they have done so quite admirably. Now 
I am sorry that I didn’t ask them to write on “Solving the Problems of 
the World with PCT” Of course, there’s always a next time....
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How Perceptual Control Theory Began: 
A Personal History

Mary A. Powers 
(73 Ridge Place, CR 510, Durango, CO 81301)

The beginnings of PCT lie in two major developments of the 1920s and 
1930s: H. S. Black’s concept of negative-feedback control in electronics 
and Walter B. Cannon’s concept of homeostasis in biology. These were 
brought together in the early 1940s, primarily by Norbert Wiener, a 
mathematician, Julian Bigelow, an engineer, and Arturo Rosenblueth, 
a co-worker with Cannon. In 1943, they published the fi rst paper relat-
ing engineering control theory to neurophysiology.

Although Wiener called his 1948 book Cybernetics, or Control and 
Communication in the Animal and the Machine and believed in the im-
portance of control theory as a key to explaining some phenomena of 
living systems, he was far more interested in communication engineer-
ing and information theory. This bias was shared by the participants 
in the 10 Macy Conferences that preceded and followed the 1948 pub-
lication of Cybernetics. Many of the people who att ended these confer-
ences were prominent fi gures in the life, social, and behavioral sci-
ences, mathematics, physics, and philosophy. Though offi  cially titled 
“Cybernetics: Circular Causal and Feedback Mechanisms in Biological 
and Social Systems,” the meetings were primarily concerned with is-
sues of information and communication.

Enter Bill Powers, an ex-Navy electronic tech and college physics 
major in his 20s (hardly the sort of person who got invited to the Macy 
Conferences) who had then what he has now: an irresistible urge, when 
confronted with something unfamiliar but interesting, to grab a pencil 
and a piece of paper and start fi guring it out. What was interesting to 
him in Cybernetics was not communication, but rather the idea that the 
nervous system seemed to be a control system. He thought this was 
an enormously exciting idea, and he couldn’t wait to see where the big 
scientifi c guns and gurus would carry it. Because he couldn’t wait, he 
started fi guring it out for himself, but he was sure for many years that 
someone far more competent than he would be coming along with a 
more extensive and profound analysis. That someone, we now know 
with 20-20 hindsight, turned out to be himself, 20,30, and now 40 years 
later.
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Why Bill Powers? My purpose here is to suggest a few of the variety 
of characteristics and circumstances that made him uniquely the per-
son to develop PCT. Since he is a private person, I intend to avoid get-
ting too personal, with the one exception that for the rest of this paper 
I’m going to call him Bill.

One place to begin is with the satisfaction Bill has always found in 
fi guring out how things work, as mentioned above. This contributed 
to a professional career at a technical level, with litt le aspiration to rise 
beyond the actual hands-on design and construction of control sys-
tems and development of computer soft ware into the heady realms of 
administration and paperwork. And his real career lay elsewhere— 
since working at the lower levels of an organization means, usually, 
being able to walk out the door at fi ve o’clock and leave it all behind, 
the evenings and weekends that others might have spent furthering 
their professional ambitions were free for PCT.

But sticking to the technical level also meant looking at a lot of em-
perors and fi nding them naked. There is a good deal of diff erence be-
tween talking about control systems metaphorically, philosophically, 
and theoretically, and dealing with them on a practical basis, when 
you’re in there soldering wires and making the damned things work. 
And Bill made a number of control systems work very nicely indeed.

While this sort of experience contributed to the solidity of the foun-
dations of PCT, PCT at the same time contributed to Bill’s success-
ful design of control systems: he would imagine “taking the point of 
view” of the control system he was designing—if I were this system, 
what would I be able to perceive, what would I need to perceive, what 
would “really” be going on? This worked so well that he was con-
vinced he was cheating, fudging over gaps in his technical expertise by 
using control theory as he was developing it to explain living systems 
(of course one person’s cheating is another person’s insight).

Another circumstance fostering Bill’s approach to living control sys-
tems was his coming of age in the era of analog computers. The digital 
computer as a metaphor for the workings of the nervous system was 
immediately more att ractive to many than the telephone switchboard 
it replaced, but in Bill’s eyes, it is false at its base. His programs, al-
though digital, are designed to simulate the actual analog functions of 
the brain, not, as in Artifi cial Intelligence, to produce brain-like results 
by whatever means. The contributions his analog models might make 
to neuroscience have yet to be explored.

While Bill wanted his model to be plausible and workable from the 
physiological ground up, his main interest was psychology. What he 
knew of psychology when he began was whatever was taught in un-
dergraduate courses around 1950. Behaviorism held the high ground 
as far as psychology as a science was concerned. The therapeutic corn-

munity was largely Freudian, with a dash of humanistic psychology 
—Carl Rogers and Fritz Perls, and later Abraham Maslow. The treat-
ments available for psychosis were lobotomies and electric shock. Bill 
was interested in psychology for personal reasons, as almost everyone 
is, and like many young engineers and other technically inclined peo-
ple, he discovered what seemed to be a far more fruitful approach in 
the pages of what for many of us was our favorite magazine, Astounding 
Science Fiction. Many people were drawn to Dianetics because, unlike 
behaviorism, it didn’t try to do away with the mind; in fact, all the 
action was in the mind, accessing and dealing with memories, in a 
very straightforward and routinized manner. There was an appealing 
technical fl avor to it. Like others who went into Dianetics, Bill got out 
when L. Ron Hubbard’s grandiosity, greed, and paranoia turned off  
youthful enthusiasm, and when it seemed that this “new science of the 
mind” was not all that it was cracked up to be.

Soon, the fi rst wave of disillusioned Dianetikers went back to work 
or school and went on with their lives (I kept running into them at 
the University of Chicago in the early ‘50s, and there are four—that I 
know of—alive and well in the CSG). Bill, who had read Cybernetics by 
that time and thought it to be a much more promising approach than 
Dianetics had turned out to be, went to work as a medical physicist, 
and he discovered to his delight that his bosses knew about, used, de-
signed, and could teach him about control systems. This means he did 
not approach the subject of living systems from the point of view of 
a control engineer, but rather as a student of control theory, applying 
what he was learning to both artifi cial and living systems at the same 
time. This, I think, is the source of his realization that the reference 
signal, which in artifi cial systems is set externally to the system and 
labeled “input,” is, in living systems, internal, and not an externally 
accessible input at all.

Together with Bob Clark, another physicist, and later Bob McFarland, 
a psychologist, the fi rst model of hierarchical living control systems 
was worked out. It was published in 1960 as “A General Feedback 
Theory of Human Behavior,” which presented a six-level hierarchi-
cal model. By this time, Bill had left  his job and begun graduate work 
in psychology at Northwestern University, and the association with 
Clark and McFarland ended. The graduate work ended aft er one year, 
done in by total incomprehension on the part of the faculty as to what 
on earth Bill’s master’s thesis proposal was about, by wifely fi nancial 
panic, and by an appealing job off er from the Northwestern astronomy 
department.

“Feedback theory” was the name of the game for many more years, 
as a book slowly took shape, was dropped into the wastebasket, was 
writt en again, and then again. As this went on, the emphasis shift ed 
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from the one immediately obvious component that makes control sys-
tems unique, namely feedback, to the overall system of which feed-
back is a part, and ultimately to that aspect of a living control system 
that makes it so radically diff erent and so diffi  cult to understand, the 
control of perception. The only possible way to know what is happen-
ing, or what one is doing, or the eff ects of either on the other, is by 
perception.

How does a person entirely alone develop a science, without money, 
a lab, or colleagues? One answer, of course, is that all the equipment 
was readily at hand. Between children, a dog, a clunky computer, and 
above all, himself, there was more than enough to observe and think 
about. The nature of much of that observation was unique, however, 
and involved a form of introspection in which one does not think about 
thoughts, but about what one is seeing: What perceptions are neces-
sary to see an object, or movement? From what perceptions does logic 
emerge, or principles? Thus the six levels of 1960 became nine by 1972, 
and they now number 11. Bill is the fi rst to admit that the levels he sees 
are personal, and possibly idiosyncratic, and it is with some dismay 
that he sees them taken as a fi nal word on the subject, copied down and 
memorized. But the main point here is that the levels, and much else 
about PCT, were derived from experience; the theory had to explain 
not just the performance of subjects, of others, but how the world looks 
from the only point of view available to anyone, from the inside.

The main thing that Bill has been able to bring to his work, then and 
now, is a mind with no strings att ached except his own initial feeling 
that control theory could answer some of his questions. It is from that 
stance that he has read books, taken courses, and otherwise absorbed 
what was already available in the life sciences. Learning what other 
people have done has never meant accepting either their premises or 
their conclusions. As an outsider, he has never had to conform to any 
particular school of thought or please any particular community of 
scholars. When confronted with such pressure (as with his master’s 
thesis), he has simply walked away and continued on his own path.

I think it took many years for Bill, and for the other people who 
have become committ ed to PCT, to fully realize how radically diff er-
ent control theory is from the rest of the behavioral sciences. There is 
something about PCT that off ends just about every point of view: be-
haviorists, cognitive scientists, dynamic systems analysts, roboticists, 
cyberneticists, and even control engineers seem equally unimpressed, 
or baffl  ed, or annoyed. Well-meaning att empts to integrate control 
theory into the mainstream have succeeded only in confusing the is-
sue with inaccuracies and gratuitous embellishments. The concept of 
PCT is expressed as principles which contradict many fundamental 
assumptions: that behavior is the end point in a chain of events, that 

the brain calculates necessary outputs, that the concept of purpose is 
unnecessary to explain behavior, that reference signals (if they exist at 
all) can be imposed from outside, that feedback can be given or with-
held, that self-regulation is a conscious process only and has nothing 
to do with homeostasis, and so on, and on.

In 40 years, Bill and his colleagues have developed a rich and com-
prehensive theory which encompasses and resolves many issues in the 
behavioral sciences. I will never forget the astonishment, joy, and relief 
on Bill’s face as he looked around at the people gathered at the fi rst 
CSG meeting in 1985, when he really felt for the fi rst time that control 
theory was not a lonely and eccentric obsession, but rather a shared 
enterprise that might, just might, change the behavioral sciences for-
ever. That hope, unfortunately, is still discouragingly far from being 
fulfi lled, but at least it is clear that PCT no longer exclusively depends 
on the unique life, talents, and circumstances of a single person.
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Perceptual Control Theory: 
Origins, Development, Future

Robert Kenley Clark 
(834 Holyoke Dr., Cincinnati, OH 45240)

Preface

The following paper is a condensed summary of my experiences and 
applications of Perceptual Control Theory from the time I fi rst met Bill 
Powers, during the period of our collaboration, as well as our initial as-
sociation with R. L. McFarland. My later separate work with McFarland, 
Richard J. Robertson, and others is included, as well as a similar con-
densation of my independent activities through later years.

Having participated in the original development of PCT, I have con-
tinued to apply and develop related concepts. During most of these 
years, I was out of touch with the early group, but I continued to work 
with these concepts informally on my own. My contact with these 
early associates appeared to have been completely and permanently 
broken. Since my employment was unrelated to behavior theory, none 
of these ideas was writt en, presented, or published.

Those familiar with PCT can generally infer much of how I would 
have been applying those concepts and methods. These informal ap-
plications continue. I think this is about what all of us expected from 
the beginning of our association. At that time, none of us thought we 
had “fi nal answers.” I believe this remains our mutual orientation.

I feel that my general success throughout these twists in my activi-
ties is due, at least in part, to my familiarity with those ideas now la-
beled “PCT.” Those insights Bill and I shared from the earliest days 
also continue to provide much of my basic orientation.

Before VA Research Hospital

Perceptual Control Theory began when Bill Powers and I met in the 
early 1950s. Our physical science backgrounds, interests, and orienta-
tions resulted in an “instant fi t.” We both read science fi ction and had 
been impressed by L. Ron Hubbard’s Dianetics. When a friend learned 
of my interest, he suggested that I contact Bill. At that time, Bill was 
actively working on the application of Dianetics.
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My own orientation was derived from my family, childhood, and 
schooling. My father, a professor of Classics, a humanist, and a phi-
losopher, was highly verbal—with a general questioning and skeptical 
orientation. (A great admirer of Socrates.) My older brother and our 
mutual friends were also intellectually and academically oriented.

In high school, I belatedly discovered that my peers did not share 
my interests. This roused my curiosity, so I undertook to learn more 
about their interests.

At the university, this interest developed in the form of participa-
tion in the operations of a social fraternity, various clubs, theater, and 
other organizations. I helped form a discussion group concerned with 
international aff airs.

My interest became more focused when an English composition 
course required a “source theme.” Ambitiously, I decided to write about 
my opinion of modern psychology. I reviewed several current books: 
Gestalt, Behaviorism, Psychoanalysis, Extroversion/Introversion, and 
others. I found litt le of interest in most of them—my theme was clearly 
negative. Later, I found I could att end a course in Abnormal Psychology 
as a non-credit listener without taking the General Psychology course. 
This included a visit to a mental hospital. On taking the exam (without 
having bothered with the reading assignments), I would have rated a 
C grade. This would have been very hard to do in the physics-math-
ematics-chemistry curriculum I was following. While my interest in 
behavior continued to increase, my interest in current psychological 
theories practically disappeared.

Having completed my triple science major, I entered the graduate 
physics program at the University of Illinois at Urbana. Before complet-
ing my Ph.D., I moved to the Columbia Presbyterian Medical Center in 
New York, where I joined the Radiological Physics Laboratory. Here I 
continued preparation for my Ph.D. and performed my thesis research: 
“Absolute Determination of Beta Ray Activity.”

During this period, I had an opportunity to att end a class in “Memory 
and Concentration.” The teacher, Bruno Furst, was the author of Stop 
Forgett ing. In this course, I learned a great deal about how memory 
works, and how one can intentionally put it to work for one’s own pur-
poses—a course, in my opinion, that should be introduced very early 
in the teaching/learning process.

When I met Bill, I found he was then involved in activities related to 
Dianetics. I still have a couple of papers he wrote at that time, as well as 
some of the Scientology materials then current. We were repelled by the 
developing transition of Dianetics into Scientology and other less realis-
tic areas. But our mutual orientation and interests gradually developed 
into an intensive collaboration. It was never clear to me which of us came 
up with which proposals—it never was of any importance.

Our fi rst experiment was proposed by Bill. It was generally known 
that a sudden loud noise results in a reduction of electrical skin resis-
tance. It occurred to Bill that the galvanic skin response (GSR) could be 
connected to form a positive feedback loop. At the time, Bill had access 
to suitable equipment and space (at the Cancer Hospital) to put this 
together and try it out.

Bill assembled the equipment, and the fi rst trials showed the begin-
nings of oscillation. But I (as a subject) soon found I could more or less 
“ignore” the noise, no matt er how loud it went. In today’s terms, my 
higher-order systems were able to modify the sensitivity of some of the 
systems involved. So we demonstrated—to each other—that the GSR 
is not a purely automatic response.

In the process of working with this equipment, I was able to learn 
partial control of my own skin resistance. I can voluntarily reduce it, 
but then have to wait awhile for it to return to higher levels. I still have 
this ability.

VA Hospital—Three of Us

In 1954, I learned of an opening at the VA Research Hospital in 
Chicago. I was able to arrange for Bill to join me, together with an out-
standing tool and instrument maker and a secretary. We reported to 
Therapeutic Radiology, Diagnostic Radiology, and Radioisotopes. We 
had excellent shop and electronics facilities.

I continued my “outside interests,” which in the long run contributed 
perspective regarding the behavior of “ordinary people.” These inter-
ests included: (1) observing hospital management (manager’s weekly 
meetings), working with purchasing, personnel, etc.; (2) Health Physics 
Society (second president of the Midwest Chapter); (3) National Health 
Physics Symposium; (4) Association of Physicists in Medicine; (5) other 
physics-related activities—I helped organize Radiation Control, Inc., 
and was the president of the company during most of its life.

The Physics Unit at the VA Hospital included primary responsibil-
ity for overseeing the installation, operation, and safety of a unique 
Cobalt 60 teletherapy unit. This later led to our learning computer 
programming. Aft er work, we drove up to the Evanston campus of 
Northwestern, where there was an IBM 650 that Bill had arranged for 
us to use. We would have dinner and then spend a long evening work-
ing with the computer. (Home around 12:30 or 100!)

Bill and I continued our close collaboration, gradually developing 
a theory of behavior on which we generally agreed. There were al-
ways some points where we were not fully satisfi ed, and we frequent-
ly exchanged ideas. Our exchanges were so frequent and informal, it 
was rarely clear to me which of us came up with any particular idea. 
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However, I am sure that Bill fi rst pointed out the relevance of the neg-
ative-feedback control concept and examined its history. Further, he 
suggested the concept of an interlocking hierarchy of simple versions 
of such control systems. If such systems are successful in their opera-
tion, they would always be close to their normal condition, so linearity 
would be a valid fi rst approximation.

I’m not sure just when, but soon aft er joining the VA, we met Bob 
McFarland, a Ph.D. clinical psychologist in the Neuropsychiatric 
Service. This was the beginning of a three-way collaboration (Bill, me, 
and McFarland) that lasted until Bill left  (1961). McFarland and I con-
tinued at the VA through most of 1963. McFarland had other respon-
sibilities and outside activities, so his participation in discussions of 
theory was limited.

While joining in our discussions, McFarland’s primary contribu-
tion was fi nding ways that our work could be presented. During these 
years, I, and usually all three of us, att ended meetings and presented 
papers. Informal presentations were not uncommon. However, on sev-
eral occasions we were specifi cally invited to present papers.

The fi rst major presentation of what came to be called ‘PCT” was a 
symposium arranged by McFarland at the August 1958 meeting of the 
American Psychological Association. Each of us presented papers and 
were joined by J. Arbit and C. Van Buskirk. During the preparation, we 
reviewed each other’s papers and off ered suggestions, as Bill and I had 
done from the beginning of our association. This practice continued 
throughout our collaboration.

Throughout our affi  liation with the VA Hospital, we made presen-
tations at meetings and published papers (see the appended lists of 
meetings and papers).

VA Hospital—Two of Us

Aft er Powers left  to pursue his own objectives (1961), McFarland 
and I continued to work together. I transferred to the Neuropsychiatric 
Service, working more closely with McFarland. About this time, Dick 
Robertson became interested in applying these developing ideas to his 
own interests.

McFarland arranged for me to participate as co-therapist with a group 
of VA patients. A couple of events that impressed me were these:

One day, Bob announced that I would have to conduct the meeting 
alone—he had other commitments. I was concerned that I might 

“somehow do some harm.” Bob pointed out that it is at least as hard 
to make a mental patient worse as it is to make him or her bett er, so 
that I need not be concerned about accidental “errors.”

A patient reported repeated problems with another patient (not 
present) at a water cooler. Suggestions that she try a minor change 
in the way she spoke to him were immediately and strongly reject-
ed. Indeed, a general characteristic of the group was the rejection of 
any and all att empts to try something diff erent. This seemed likely to 
be one result of being locked in some form of internal confl ict, while 
including something that precluded operation of the Reorganizing 
System. Of course, this is not necessarily true of all mental patients, 
there are many other possibilities. However, there seemed to be an 
implied “I am what I am, and that’s all I am.” Even the least att empt 
to change was avoided.

A study on the eff ects of drugs on “laboratory induced anxiety” (con-
ceived by the Chief of the Service) led to my learning more statistics 
than I had needed for physics. “Statistical inference” was included. I 
found “non-parametric statistics” quite a diff erent and interesting ba-
sis for experimental design. Two papers on computerization resulted 
from this work.

The fi rst of these was presented at the annual meeting of the Society 
for Psychophysiological Research in October, 1962. This was held in 
Denver, which made it convenient for us (McFarland and me) to vis-
it Jay Shurley’s Sensory Deprivation Facility in Oklahoma City. The 
subject fl oated in a skin-temperature water tank in a dark soundproof 
room. Excellent design. Both Bob and I tried this out. As I recall it, 
the conclusion was that aft er sleeping a bit, the subject’s expectations 
largely determined his experiences. I had the odd experience of the 
“disappearance” of my left  arm from the wrist to above the elbow. It 
reappeared on the slightest movement, so I concluded that the water 
temperature matched the skin temperature of this part of my arm so 
closely that I no longer had any sensory inputs from that area. With 
muscles relaxed and joints stationary, there were no other signals 
available.

The second paper was presented at the New York Academy of 
Sciences Conference on Computers in Medicine and Biology in May, 
1963.

The “anxiety” project was the basis of seeking funds for a computer-
ized data gathering and reducing system. Although McFarland had 
been informed by Central Offi  ce that funds would be approved, he 
learned that the Chief of the Service had rejected them without confer-
ring with either of us. We both resigned in protest.

The Human Systems Institute

In 1963, we formed the Human Systems Institute. This was intend-
ed to be a Tax Exempt Organization, but, as I learned much later, we 
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did not know how to get IRS approval—and our att orney was of no 
help! This was the year that McFarland was the president of the Illinois 
Psychological Association.

During this period, we had several interesting projects.
For Illinois Bell, we analyzed a management position with a view to 

providing a training program at some later date. When we reported 
that this position was obsolete and unnecessary, the training program 
was dropped. Meanwhile, this produced some income for us.

Another project was computerization of a Career Profi le Test for one 
of Bob’s psychologist friends.

In addition, we submitt ed a grant request in collaboration with IIT 
Research Institute—an education in grantsmanship!

Also, through his connections, Bob arranged clients for a project 
in the therapy of adult stutt erers. This led to meetings with several 
speech therapists, as well as a presentation at a national meeting of 
speech therapists. Interestingly, in the informal meeting aft erward, one 
of their members asked if I had been a stutt erer. “Not to my knowl-
edge.” He then stated that he was a “cured” stutt erer, and that my 
purely theoretical analysis fi tt ed his experience exactly! Theory con-
fi rmed by experience!

In 1965, funds were running out, so HSI had to terminate. I returned 
to teaching as Associate Professor of Physics at the Chicago Circle 
Campus of the University of Illinois.

The Mosier Safe Company

In 1968, I improved my economic condition by moving to Cincinnati 
and joining the Mosier Safe Company, becoming Manager of Applied 
Research. My primary responsibility was the development of an auto-
mated identifi cation system. In this connection, I investigated signa-
tures, voiceprints, and fi ngerprints, as well as several other concepts. I 
participated in evaluation of other systems that were off ered to Mosier.

In addition, I supervised Computer Applications, Test & Evaluation, 
Materials Lab, and Special Projects. I brought the heads of these sev-
eral groups together for discussions of the various projects and related 
matt ers. I was surprised to fi nd that some of these people expected me, 
as “Boss,” to “know all the answers.” However, they generally seemed 
pleased that I recognized their capabilities and respected them as indi-
viduals. (PCT paid off  in terms of general att itude and cooperation.)

Assembly/editing of “Technological Forecasts,” writt en by the engi-
neers of R&D, was also my responsibility.

When I joined Mosier, the management was in the process of im-
plementing the ‘Profession of Management Program,” produced by 
some industrial psychologists (names no longer available to me). This 

was a very ambitious program, taught fi rst to top management, who 
then taught it to their subordinates, and so on down the line. This 
material was based on the concept that management is, somehow, an 
identifi able skill that can be learned independently of other knowl-
edge and skills. Thanks in part to my PCT-related background, I was 
able to review this rather extensive material in a couple of months of 
spare time. It was prett y much a mix of the obvious and the unneces-
sary. For example, they placed great emphasis on “communication.” 
Sensible enough; but they neglected to indicate when, where, and to 
whom to communicate about what. It was also prett y clear that an 
eff ective manager must know quite a bit in addition to general prin-
ciples of management. The behavior of the old-timers was as might 
have been expected: they learned the special language and could re-
cite it when necessary. But they rarely made any application to their 
previous methods.

I was able to att end additional internal courses in management and 
fi nance. It was interesting to see how the accounting was handled in 
the transfer of income from Mosler to its owner, American Standard.

I was quite surprised at a pricing decision that was made aft er a very 
coherent presentation by Mosler’s quite competent marketing people. 
Aft er seeming to understand the survey data and the logic that clearly 
demonstrated an optimum pricing strategy, the key vice-presidents 
went for a minimum initial price! And the analysis really wasn’t that 
diffi  cult.

Perhaps the closest I came to direct application of Perceptual Control 
Theory was in solving a paint matching problem. Here I learned more 
than I really wanted to know about paint manufacture and application. 
The problem was that furniture for bank lobbies was manufactured in 
plants in two diff erent cities. The color depended on several interact-
ing variables. To control each of them in proper balance would have 
been unmanageable. One of the important variables was adequate stir-
ring of the paint, which was controlled by the individual painters. My 
solution was to provide sets of reference chips to each painter and to 
their quality control people. This, of course, was the right concept, but 
incomplete. Another level of control was needed. Therefore, I required 
painting a test chip in each production batch. This freshly painted chip 
was to be compared to the local quality control reference chip, then for-
warded to me for fi nal approval. So far as I ever learned, this seemed to 
have solved the problem.

Is this a two- or three-level hierarchical control system? Where is the 
test of the controlled variable? As long as the completed units match, 
there is no disturbance. The controlled variable is revealed only when 
the completed units fail to match.

Mosler’s Central R&D was terminated in 1976.
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DFS and Insurance

Being a bit old to fi nd a job in technical management, which would 
have been my preference, I accepted an opportunity to join “DFS,” 
Diversifi ed Financial Services, Inc., a small company. Max Redlich, the 
owner, had a background in life and health insurance, as well as the 
retail furniture business. As a Financial Consultant, he had several cli-
ents who were more or less on the edge of bankruptcy. My part was 
helping with the handwork, accounting, etc. There were several inter-
esting experiences during this period, without a direct relation to PCT, 
but relating to people—where PCT is always helpful. Later I became 
a co-owner, and a third person was added. We were working with a 
computer programmer to develop a program for retail business man-
agement. But a key client, refusing to accept our advice, was forced into 
bankruptcy. Here I learned a good bit about how bankruptcy works: 
how one can deal with the IRS, how to work with banks in refi nanc-
ing loans, etc. A PCT background is very helpful in understanding the 
interactions among people in these sometimes-tense situations.

When we found we had gone too far for a specifi c client, it became 
necessary to dissolve the company. Max returned to his initial fi eld, life 
and health insurance, as well as pension planning and administration. 
1 stayed with him to help with the planning and administration.

During this period, I “offi  cially” retired—that is, I started to receive 
my Social Security benefi ts. So that I could work with Max as an inde-
pendent consultant, my wife Mary Ann and I formed an S-Corporation 
in 1980. Nothing else really changed.

When the insurance agency we were affi  liated with suddenly had 
its General Agent replaced, Max and I, as individuals, both moved to 
The Lincoln National Life Insurance Company. I was to provide a com-
munication link between the home offi  ce and agents having pension 
clients. To me, it looked like an unnecessary linkage, but then I was 
new to the agency system. And there were funds available.

I learned a lot of things about the insurance business and had a lot of 
interesting experiences with insurance people.

The fi rst clue I got to the agency system was when I asked for my job 
description. The General Agent tried to provide one, but it was clear 
that he was entirely unacquainted with the concept. It became clear 
that I was really expected to sell pension plans—but that was never 
spelled out.

1 found that the agency system is not a hierarchical structure. Rather, 
the General Agent (who is paid on the basis of the production of his 
affi  liated agents) provides facilities and services to the individual 
agents. The agency provides forms, advertising, sales materials, etc.— 
produced by the home offi  ce. In some cases, the General Agent charges 

the affi  liated agents for the use of offi  ce space and/or other items. But 
he gives them no direction beyond basic “training” in the company’s 
requirements and the use of the many forms. The agency might pro-
vide additional seminars in sales presentations and methods.

As a form of sales training, the agency brought in a consultant who 
presented a series of seminars and workshops produced by the Wilson 
Learning Corporation of Eden Prairie, Minnesota. This series was based 
on a two-dimensional classifi cation of “Social Styles.” I found it gener-
ally consistent with PCT, but the basic concept of feedback control was 
only included by implication. This approach could be considered for 
revision and, possibly, integration with PCT’s higher orders.

During this period, I completed both the Chartered Life Underwriter 
and the Chartered Financial Consultant courses. These included about 
a dozen quite respectable college junior- and senior-level one-semester 
courses covering such topics as accounting, taxation, economics, in-
vestments, and other appropriate topics.

While associated with Redlich, I had become fully licensed for sales 
of life and health insurance, as well as pension plans. I later qualifi ed 
for sales of plans having investment aspects. I still retain this licens-
ing. In addition, I became a “Registered Representative” with Lincoln 
National for selling mutual funds. I later discontinued this because of 
the continuing paperwork required.

I also learned about the selling process—from the agent’s viewpoint. 
Essentially, an insurance agent is a true entrepreneur. And his/her 
most important asset is at least 200 satisfi ed clients. While an income is 
obviously essential, the most eff ective agents are those who enjoy pro-
viding for their clients’ desires. Their clients think of them as friends 
rather than salespersons. The successful agent accepts the prospect’s 
solution and sells him/her the implementation. (If the customer wants 
a Cadillac, you don’t try to talk him/her into a Volkswagen—no matt er 
that it would be much bett er for him/her.)

However, my personal orientation tended to be too much one of try-
ing to solve the prospect’s problem and then selling him or her my 
solution. At this point, I ceased active sales eff orts.

AARP

While I was still involved with insurance, I learned that the AARP 
(American Association of Retired Persons) includes Chapters. I 
joined one nearby. Their newslett er was being distributed at meet-
ings instead of being mailed. I joined with others to sell advertising 
for non-profi t-organization postage. With a mailing list of over 200, 
this helped increase the membership and meeting att endance. I be-
came the Legislative Chairman, reporting activities of both the State 
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Legislative Committ ee and the National Legislative Committ ee. Later, 
I was appointed to the Ohio State Legislative Committ ee. In this ca-
pacity, I formed a Legislative Council consisting of the presidents and 
legislative chairmen of the 19 Chapters located in the fi ve counties in 
the southwest corner of Ohio. We arranged to videotape the monthly 
meetings for presentation on the public cable system. In this position, 
as a Registered Lobbyist, I learned a great deal about the details of the 
legislative process. I also worked with several of the Chapters in con-
ducting Candidate Forums during election season.

In the course of these activities, I had learned about the internal op-
erations of the AARP. I saw the operation of their structure of volun-
teer leaders as they were guided by a staff  of permanent employees. 
This was very instructive.

In July 1987, aft er over three years, my appointment to the Ohio 
State Legislative Committ ee terminated. For several reasons, I ceased 
to work further with the AARP organization, but I do retain my mem-
bership.

Contact!

Sometime in the fall of ‘87, the phone rang—and I heard a voice from 
the past! Bill Powers had found me in Cincinnati!

We exchanged a few lett ers in which we discussed some of the ideas 
I had been developing over the years since Bill had left . I was work-
ing from Parts I and H of the 1960 publication, and from the ideas 
McFarland and I had developed. At that time, I had not even heard 
of Bill’s 1973 book, Behavior: The Control of Perception (BCP). I was in-
terested in the Orders above Fourth, which were not yet well worked 
out. From my association with people of highly varied backgrounds, it 
occurred to me that “Fift h Order,” as I had conceived it, could be sub-
divided into “Modes” corresponding to the various Orders. This was 
based on classifying the topics of ordinary conversation. The irregular 
correspondence with Bill did not develop further at that time.

Greg Williams visited me while he was in Cincinnati at Christmas 
time in 1987. From him, I learned of BCP and other events. Greg and I 
corresponded irregularly for a couple of years. I sent him some of my 
notes and preliminary draft s, including a discussion of “Fift h Order.” 
He reciprocated with copies of Continuing the Conversation, Closed Loop, 
and various papers. He also sent me a copy of Living Control Systems: 
Selected Papers of William T. Powers. This covered the years 1957 to 1988. 
Bill sent me a second, autographed copy about the same time. Behavior: 
The Control of Perception arrived from the publisher a bit later.

Through Greg, I learned about CSGnet. I got a modem and con-
nected to the net in September 1991. In December 1992, I posted my 

fi rst discussion of the “Decision Making Entity” (DME), including an 
extension of the concept of “Modes of Fift h Order.” My contact with 
the net continues.

Museum

Meanwhile, in July, 1989, I learned that a small museum was being 
formed. The Archimedes Rotorcraft  and V /STOL Museum involved 
rotary wing aircraft , in which I had long been interested. On joining 
the group, I found that they assumed that non-profi t organizations are 
automatically tax exempt. From my insurance studies, I knew that this 
was insuffi  cient. The regional head of IRS Tax Exempt Organizations 
was more than willing to give us the guidance we needed. He was 
particularly helpful with the documentation needed to get the offi  cial 
recognition lett er. It took about three months instead of the usual 18 to 
24 months!

I was a Board Member, wrote the By-laws, and became the Secretary, 
Treasurer, and Editor/Publisher of our monthly newslett er. While the 
membership was not large, it was international in scope. The newslett er 
included historical notes writt en by a past Director of Flight Dynamics 
at the Wright-Patt erson Air Force Base. He and I both provided tech-
nical papers related to the engineering and operation of rotary wing 
aircraft . A small gift  shop was included.

For two successive years I participated, as Financial Chairman, in 
planning the Annual Convention of the Popular Rotorcraft  Association. 
I managed the publication of the Convention Program, as well as sell-
ing local ads for it.

Aft er about 3 years, I resigned all connection with the Museum. It 
had become clear that more time was needed than I cared to spend on 
this activity.

Civic Activities

During the latt er period of my insurance activities, and continuing 
through the AARP and museum periods, I became interested in lo-
cal community organizations. The fi rst of these was the Forest Park 
Business Association. I found that this group of business people did 
litt le long-term planning of the Association’s aff airs! Aft er being elect-
ed to their board, I worked with another Board Member in rewriting 
the Bylaws. Later, I dropped the Board Membership, but I still con-
tinue my membership in the organization.

When I decided to study the City of Forest Park, I became Legislative 
Chairman of the Business Association. This facilitated my contacts with 
the City of Forest Park. For the past year, I have att ended all scheduled 
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meetings of the Administrative Staff  and the City Council, most of the 
meetings of the several Commissions, and some of the meetings of the 
Council’s Standing Committ ees.

PCT concepts and methods have been very helpful in working with 
these people—with no need to try to teach PCT to them. On several 
occasions, I have helped resolve developing confl icts. “Moving up a 
level” is always useful—although not always easy! Another helpful 
approach is emphasis on “Reality”—that is, current perceptions, oth-
erwise known as: “What’s happening now?”

A recent campaign for election to City Council was most interesting 
—I knew most of the 13 candidates and found that they campaigned 
almost exclusively on the basis of their personalities! Virtually no poli-
cy or other proposals were discussed! That is, there was very litt le con-
sideration of lower-level problems and their relation to higher-level 
policies.

Throughout this period, I found the interactions among personalities 
at least as interesting and pertinent as considerations of organization 
and operation. Personalities and their interactions certainly pertain to 
the higher levels of human systems.

Recently, I became a member of the Civil Service Commission. I joined 
this Commission because it works closely with the Human Resources 
Department and the City Manager in personnel-related matt ers. It is, 
therefore, a place where PCT is directly pertinent both in personnel 
decision-making and in confl ict resolution.

Future

When one turns to the future, one fi nds a mixture of projections and 
hopes—both truly imaginary.

In seeking to reach a larger and more understanding audience, I ex-
pect there will be extensions, elaborations, and modifi cations of the 
basic theory. The levels of the hierarchy will be studied in more detail 
and become more meaningful and available for application. While a 
specialized vocabulary has its place in technical discussions, express-
ing the concepts in more ordinary terminology will be necessary for 
more general understanding. As this is accomplished, both the num-
ber of participants and the applications of PCT will increase steadily.

In a view of the future, we fi nd applications that are waiting for study 
and development. These might include the following:

Economics. Here we can expect to fi nd recognition of the multiplicity 
of peoples’ motives. Projections that go beyond static or linear methods 
will be examined. Situations where decision-makers have incomplete 
and/or incorrect information will be analyzed. Alternative specifi ca-

tions for the various levels of the hierarchy—especially those above 
purely mechanical systems—will be proposed.

Sociology. Group behavior where individuals have diff ering objec-
tives will be analyzed. How cooperation occurs and how confl icts are 
resolved will be studied. Various forms of organization will be exam-
ined from the standpoint of the eff ects on the individual’s freedom.

Education. Improved understanding of the “learning process” will be 
developed. Many new methods and procedures are being studied— 
mostly from the standpoint of teaching, rather than learning. PCT will 
be particularly helpful in these eff orts.

Mental Illness and Psychotherapy. To the extent that such problems are 
the consequence of inadequate (incorrect?) learning, PCT has already 
been helpful. As PCT becomes bett er known in the general community, 
these important matt ers will become bett er understood. PCT methods 
will also assist in distinguishing between organic and functional prob-
lems.

In the course of these developments, I expect to fi nd modifi cations 
and/or additions to the basic theory. These might include the follow-
ing:

Emotions. The relation between imagination and emotion will be 
clarifi ed. The physiological eff ects of diff erent emotions—friendship, 
aff ection, loneliness, aversion, and many others—will be explored. 
This important area has barely been touched.

Memory. The relation between memory and the hierarchy will be 
extended to include those memories not directly used for operation of 
the control systems. How formation of memories can be improved and 
controlled will be examined, as will how and why availability of mem-
ories can be limited, even while their existence is beyond question.

Confl ict Theory. This important topic will be extended to include con-
fl icts between organizations as well as internal confl icts between antici-
pated (imagined) events. This will help clarify the operation of the DME.

Reorganization. Recognition of the special requirements for this 
critical process will be clarifi ed. The role of intrinsic error in initiat-
ing Reorganization will be analyzed. Relations among memories, the 
planning process, and the operation of the DME will be clarifi ed.

To accomplish all these developments and applications, as well as 
others, will take much time and eff ort. It will require multiple partici-
pants, mutual understanding, and cooperation. I anticipate and hope 
for the development of the kind of interactions I enjoyed in working 
with Bill Powers, Bob McFarland, and others some 30 to 40 years ago 
—but on a much larger scale! On with the show!
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Meetings and Papers 

Meetings Att ended as a Speaker:

Symposium—American Psychological Association Meeting, Washing-
ton, D.C., August 30, 1958. Papers by R. K. Clark, W. T. Powers, J. 
Arbit, V. Buskirk, and R. L. McFarland.

Symposium on a General Feedback Model of Behavior, All-University 
Seminar, Urbana, Illinois, November 1958. Papers by R. K. Clark and 
others.

Symposium in Neural Mechanisms, Information Theory and Behavior, 
VA Hospital, Batt le Creek, Michigan, March 10 & 11, 1960. Papers by 
R. K. Clark, W. T. Powers, R. L. McFarland, and others.

Northwestern University Society for Neuroelectrokinetics, Evanston, 
Illinois, December 1960. Paper by R. K. Clark and others.

Westsuburban Psychologist’s Association, Moosehart, Illinois, February 
1961. Paper by R. K. Clark and others.

Bio-Medical Engineering Colloquium, Northwestern University, 
Evanston, Illinois, March 30, 1961. Paper by R. K. Clark.

Symposium—American Psychological Association Meeting, New York 
City, September, 1961. Papers by R. K. Clark (two), R. L. McFarland 
(two), and R. J. Robertson.

American Academy of Psychotherapists—Seventh Annual Conference, 
Chicago, Illinois, October, 1962. Invited paper by R. K. Clark.

Cleveland Physics Society, Cleveland, Ohio, November 1962. Invited 
paper by R. K. Clark.

Society for Psychophysiological Research—Second Annual Meeting, 
Denver, Colorado, October 13 & 14, 1962. Papers by R. K. Clark and 
representatives of other research groups.

New York Academy of Sciences—Section of Biological and Medical 
Sciences, Conference on Computers in Medicine and Biology, New 
York City, May 1963. Paper by R. K. Clark, R. L. McFarland, and M. 
Bassan.

Papers Presented and/or Published:

Clark, R. K., McFarland R. L., & Powers, W. T. (1957). A general feed-
back theory of human behavior. University of Chicago Counseling 
Center Discussion Papers, 3(18).

Clark, R. K., McFarland, R. L., & Powers, W. T. (1957). A general feed-
back theory of human behavior: A prospectus, American Psychologist, 
12, 462.

Clark, R. K. (1958, August). Conceptual framework of a general feedback 
theory. Paper presented at the meeting of the American Psychological 
Association, Washington, DC.

Clark, R. K. (1958, November). Verbal structures in a general feedback 
model of behavior. Paper presented at the All-University Seminar, 
Urbana, IL.

McFarland, R. L., Powers, W. T., & Clark, R. K. (1959). A preliminary re-
port on a clinical rating scale to measure participation in group psy-
chotherapy derived from a hierarchical feedback model. [Baltimore 
VA Hospital! Newslett er for Cooperative Research in Psychology, 1(4).

Clark, R. K. (1960, March). A general feedback theory of human behavior.

Part I-Basic concepts. Paper presented at the Symposium in Neural 
Mechanisms, Information Theory and Behavior, VA Hospital, Batt le 
Creek, MI.

Powers W. T., Clark, R. K., & McFarland, R. L. (1960). A general feed-
back theory of human behavior: Part I. Perceptual and Motor Skills, 11, 
71-88.

Powers W. T., Clark, R. K., & McFarland, R. L. (1960). A general feed-
back theory of human behavior: Part II. Perceptual and Motor Skills, 
11, 309323.

Clark, It K. (1960, December). A general theory of human behavior from 
the view-point of physical science. Paper presented at the meeting of the 
Northwestern University Society for Neuroelectrokinetics, Evanston, 
IL.

Clark, R. K. (1%1, March). Human behavior as an organization of feedback 
systems. Paper presented at the Bio-Medical Engineering Colloquium, 
Northwestern University, Evanston, IL.
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Clark, R. K. (1961, September). A brief overview of general feedback the-
ory. Paper presented at the meeting of the American Psychological 
Association, New York.

Clark, R. K. (1961, September). The group therapy process scale and the person-
al assessment program. Paper presented at the meeting of the American 
Psychological Association, New York.

Clark, R. K. (1962). A general theory of human behavior from the view-
point of physical science. Newslett er for Research in Psychology, 4(2).

Clark, R. K., & McFarland, R. L. (1962, October). How can the scientist help 
the psychotherapist? Paper presented at the Seventh Annual Conference 
of the American Academy of Psychotherapists, Chicago.

Clark, R. K., Chessick, R. D., & McFarland, R. L. (1962). High speed 
data processing—Compromises and considerations. Psychophysiology 
Newslett er, 8(4).

Clark, R. K. (1962, October). Feedback system analysis of behavior. Paper 
presented at the meeting of the Radiation and Medical Physics 
Society of Illinois, Chicago.

Clark, R. K. (1962, November). A “systems oriented” theory of behavior. 
Paper presented at the meeting of the Cleveland Physics Society, 
Cleveland, OH.

Clark, R. K., & McFarland, R. L. (1963). Systems concept of stimulus.

Perceptual and Motor Skills, 17, 99-102.

Clark, R. K., McFarland, R. L., & Bassan, M. (1964). Integrated data col-
lecting and processing systems in psychophysiology. Annals of the

New York Academy of Sciences, 115, 905-914.

Chessick, R. D., McFarland, R. L., Clark, R. K., Hammer, M. & Bassan, 
M. (1966). The eff ect of morphine, chlorpromazine, pentobarbital and 
placebo on “anxiety.” Journal of Nervous and Mental Disease, 141(5).

The Early Days of 
Perceptual Control Theory: 
One Person’s View

Richard J. Robertson 
(5712 South Harper, Chicago, IL 60637)

Introduction

One of the net losses of modem civilization, it seems to me, is the loss 
of adventure in contemporary life. To be sure, in our generation we have 
had astronauts going to the moon, people living on the sea fl oor, explor-
ers of new life styles, and pioneers in science, but these are uncommon 
and rare people. I believe that we have lost adventure in the lives of or-
dinary people, like the pioneers who pushed toward the ever-receding 
frontier. Their lives were fi lled with challenges simply in the course of 
pursuing a livelihood. That frontier is gone—the tangible, geographic 
one. What we have left  are the pinnacles gained by the few explorers in 
the fi elds of endeavor that are not yet purely cut and dried.

So it struck me with quite some surprise, recently, that throughout 
the years while I have been bemoaning the lack of adventure in modem 
life, I have been on an exciting voyage of discovery without realizing 
it. While fi ddling with the television controller the other night, I hap-
pened to stumble on the movie “Columbus.” As I watched Columbus 
journey from place to place begging for a hearing and being put down 
by most of the smart and powerful of his time, I began to get a feeling 
of familiarity. I know a captain and a crew who have had a similar ex-
perience. Let me tell you about it.

I seem always to have enjoyed taking the historical approach to 
understanding things in which I am interested. I want to see what 
follows from what. Thus, it feels natural to try to pin down why it 
was that, in 1957, when three guys came to the University of Chicago 
Counseling Center to give an hour’s lecture on a new approach in psy-
chology, I was ripe for that one hour to start gears rolling that would 
give direction to the rest of my life. It happened in our Thursday af-
ternoon open seminar, during my internship. I had been interested 
in psychology ever since I read through an ancient text by Pillsbury 
that an uncle had left  lying around our house from his college days, 
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in my fi rst or second year of high school. But in graduate school I had 
been a somewhat indiff erent student. In fact, when I took my M.A. in 
Human Development in 1952, the department suggested that I should 
probably regard it as a terminal degree. They said I didn’t have much 
ability to conceptualize.

I felt that they might be right. I was aware that I could not keep 
straight all the distinctions between positive reinforcers of desirable 
behavior, and negative reinforcers of undesirable behavior, and posi-
tive reinforcement of stopping undesirable behavior, and cessation of 
aversive reinforcement of desirable behavior, and several further re-
fi nements. (I still can’t keep them straight, but, thank goodness, now I 
don’t have to.) I knew that I got bored and tended to drift  away when 
trying to memorize these concepts and their defi nitions.

I had found Freud’s ideas more stimulating, for the most part, but I 
noticed eventually that his “explanations” of behavior take the form: 
The reason A causes B is that when you observe B on many occasions, 
you usually fi nd A preceding it. In contrast to this, in my physiology 
courses I was learning explanations for things like blood pressure in 
terms of stroke volume, heart rate, and resistances in the system. That 
struck me as more like what I thought “explanation” should mean. I 
didn’t fi nd explanations like that in any of my psychology courses. I 
had not been doing terribly well in many of them, either; I seemed to 
keep asking the wrong questions-like, ‘What would be happening in 
the brain when a person is having a given experience?” So I took the 
advice of the departmental counselor, and my M.A. and I went out 
into the business world.

However, aft er a few years of employment as an industrial trainer 
and, later, job analyst, I realized that I would soon die of boredom at 
such work. So I talked my way back into the university, partly thanks 
to the good graces of Carl Rogers. I had taken a number of his courses 
and had been intrigued by his point that one learned much more about 
the behavior of an individual by trying to view the world through that 
person’s eyes, rather than by surmising about what was going on in-
side by observations from outside.

In his theory of personality, Rogers (1959) declared that we all live in 
a world of our own perceptions. This idea had a profound place in his 
conception of what therapy is about-that by refl ecting a person’s mes-
sage, you will help him or her see more clearly what reality he or she 
is perceiving (and coping with). This concept might have helped make 
me receptive, later on, to the idea that behavior is the control of per-
ception. I’m not sure about that; it seems connected to me. However 
that might be, what I am sure of is my state of excitement aft er hearing 
those three guys talk on a “General Feedback Theory of Behavior” on 
that Thursday aft ernoon. A year or two later, when I had my Ph.D. 

in hand, I took my fi rst job four-fi ft hs time, so as to be able to volun-
teer one day a week at VA Research Hospital in Chicago, where Bob 
McFarland and Bob Clark were working with the theory. Their new 
conceptions were that alluring.

Early Research on a Feedback Theory of Behavior

Once I had begun to learn the theory from Clark and McFarland, they 
gave me a job running subjects on a gray box with four red lights and 
four pushbutt ons on the front that Bill Powers had left  behind when 
he moved on to study and work at Northwestern University. This box 
presented a game that the subject had to learn totally through experi-
ence and could only win by stumbling onto anticipating the moves of 
the machine. Aft er running a subject, I would sit and measure the dis-
tance between blips on the readout tape and plot the resulting patt ern 
of reaction times on a graph.

The results oft en showed a neat, descending curve with three reac-
tion-time (RT) plateaus, refl ecting the three levels of skill that had to 
be mastered in a successful performance: (1) the patt ern of key-light 
connections (control of the fi nger-position confi gurations); (2) the or-
der of fi nger pushes (control of the sequence of events); (3) the plateau 
of negative reaction times where the subject was anticipating the ma-
chine (control of the time relationship).

I say that the results “oft en” showed this neat picture. But not al-
ways. The RT patt erns of some subjects were simply chaotic—my 
term for a graph showing no plateaus, in which the RT’s appear to 
be scatt ered at random. The same phenomenon occurred years lat-
er, when I was teaching at Northeastern Illinois University and ran 
the experiment again, this time on computerized apparatus that Bill 
Powers instrumented for me. Once again, there was the same mix of 
neat three-plateau curves and random patt erns. But this time, I had ob-
tained verbalizations from the subjects as they went through the task. 
Certain of them seemed quite signifi cant. I found that only those with 
the patt erned graph could articulate the concept that the way to win 
the game was to beat (anticipate) the machine. In both the earlier and 
later programs, the subjects with random patt erns fell into two groups. 
Either they never did win, or if they stumbled accidentally on a win, 
they could not say how it worked.

The original research was published in-house in Northwestern 
University Psychiatry Research Papers. I took an illustrative curve from 
that study for my article on control theory in the Wiley Encyclopedia 
of Psychology (Robertson, 1984). The replication was published in 
Perceptual and Motor Skills (Robertson & Glines, 1985) as a rebutt al 
to behaviorist Keller’s (1958) att empt to discredit Bryan and Harter’s 
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(1899) description of plateaus in learning telegraphic communication. 
These experiments, conducted over a period of 20 years with subjects 
of presumably diff erent demographic characteristics and diff erent in-
strumentation show what I consider a very robust result. The curve 
taken from the original data for the Encyclopedia article and that tak-
en from the later data for the Perceptual and Motor Skills article both 
show similar plateaus and increasing variability before plateau shift s. 
Despite diff erent overall length of the graphs, these features look simi-
lar, as do also the mean RT’s per plateau. That suggests to me that 
we are observing something fundamental about the way people, in 
general, learn tasks of this sort. First you learn a set of confi gurations, 
then the sequence in which these confi gurations apply, then you play 
with the sequence in time until it dawns on you to precede the ma-
chine. Reaction times decrease at each step: when you know which key 
punch turns off  which part of the display, you can be ready to strike as 
soon as it comes on; many subjects try to time it to the instant and thus 
stumble on anticipation by being too fast.

Early Applications: Clinical and Rehabilitation Work

Bob McFarland suggested an explanation of the other phenomenon 
depicted in the ‘Towers Game” experiments: the characteristic increase 
in RT variance just prior to the drop to the next plateau. He proposed 
that the subject was experimenting with his/her performance when 
mastery of the fi rst level did not result in a win. Later on, in Powers’ 
(1973) discussion of reorganization, we have a theoretical explanation. 
He states: ‘The eff ects of the outputs of the reorganizing system 
must be such as to change the properties of behavioral systems... as a 
result, of course, visible behavior would change its character, as would 
experienced behavior.” (page 185)

Powers made the implication that the organism does not know ex-
actly what change must occur. Random excitation caused by the reor-
ganizing system results in various alterations of action. Then the ac-
tion that begins to bring the desired objective under control becomes 
the basis of a new control system. The increased variability of RT’s 
prior to the drop to the next plateau certainly appear to be instances 
of such reorganization outputs. The subjects, in their spontaneous ver-
balizations while doing the experiment, say things like, “Hmm, I know 
which key turns out that light, but do they come on in a fi xed order or 
any old order? Hmm, I think they always come on in the same order. 
Oh, I’ve got it, they come on in this order” (rapidly extinguishing the 
machine display in fi xed sequence). Their RT’s oft en slow up while 
they pause to think, then become very fast when they try out their 
hypotheses.

At the time I began to think about reorganization during the original 
experiment, I was involved in my professional life as a clinical psy-
chologist in a rehabilitation hospital. I would oft en have patients with 
aphasia or other cognitive defi cits whom I would try to help rebuild 
lost capacities. What bett er occupation in which to experiment with re-
organization? I was also learning from Clark and McFarland that they 
had had some good results in working with veterans by applying the 
scheme of the control system hierarchy (the original version, Powers, 
Clark, & McFarland, 1960a, b). Noting a lack of some particular skill 
in a patient, they would examine the immediately lower orders in his 
hierarchy and construct drills on weak aspects of the presumed foun-
dation.

Following their lead, I would approach a patient who, for example, 
could not draw a straight line, by gett ing him to make any mark on a 
piece of paper. Then I would get him to draw the mark from one dot on 
the paper to another immediately adjacent dot, and then move the dots 
progressively farther apart. Next we would employ the technique to 
copying lett ers of his name, eventually making a signature. The idea of 
reorganization underlying this is to encourage perceiving the task as a 
sequence of moves across the whole signature, rather than as isolated 
drawing movements.

Shortly thereaft er, I went into Veterans Administration research, 
where various small successes continued to show the promise of de-
veloping and applying “reorganization theory” (if I may be permitt ed 
to glorify it with a name). I will cite two of them which illustrate how 
just the bare bones of a good concept can lead to useful applications. 
One day, one of my research assistants came running fearfully into the 
offi  ce saying that a veteran, to whom she had tried to administer our 
20-odd-page questionnaire, had chased her out of his room, menacing-
ly. A moment later, he walked in cursing about invasion of his privacy 
and with a few other complaints about the questionnaire. I noticed the 
large metal plate in the front left  portion of his skull and surmised that 
as he looked at the thick questionnaire, the idea of replying to it as a 
whole might have felt overwhelming. I said, “Oh, sure, no problem, 
but you wouldn’t mind telling me your birth date here, would you?” 
(As I indicated the beginning question.) He complied with my request, 
and I then asked if he minded telling me the next piece of information, 
and so on, until we had completed the entire questionnaire.

I cite this as an example of how a good concept/theory provides 
lines of action that would not otherwise occur to a person. In this case, 
my impression that this man lacked a lot of computing ability in the 
brain area that is usually att ributed with sequence-controlling proper-
ties, plus my experience with the usefulness of “order-reductions” in 
McFarland’s and Clark’s training eff orts, led to the technique of point-



3130

ing the patient at each question as a separate event and urging his at-
tention away from the task as a whole.

The other story from this era is about the satisfaction that comes from 
using theory to make sense out of an otherwise puzzling observation. 
One of the VA patients happened to be a former state table tennis cham-
pion. Under his leadership, we soon had a large number of staff  and 
patients involved in a round of ping pang tournaments. During the 
tournaments, a number of us noted a curious change that would quite 
regularly occur in the play of a contestant when he began to recog-
nize that he was clearly outmatched. He would fi rst concentrate very 
hard, then begin to alternate between wild shots and cautious play. 
It occurred to me that these periods of variability, if we could graph 
them, would look like the patt erns of RT variation preceding a new 
plateau in the Powers Game experiment. The participants themselves 
acknowledged this aspect of play as part of their experiments to obtain 
eventual increases in skill. In this view, what would have seemed a 
lapse into sloppiness on the part of a losing player took on an opposite 
signifi cance.

Powers’ Book and Further Developments

I left  VA research to take a position in the Psychology Department of 
Northeastern Illinois University. I soon began to off er a seminar to a few 
select students in which I used Powers, Clark, & McFarland (1960a, b) 
as the main text, supplemented by notes on my experiences in learning 
the theory and a few other reprints from Clark and McFarland. Aft er 
giving the class a few times, I had four students who really grasped 
the theory and began to use it in constructive ways in their own lives. 
One of them made what I consider a profound use of the concept of 
reorganization in clinical work—one that I continue to fi nd invaluable 
in my own practice of psychotherapy.

She was doing a fi eldwork project in a psychosomatic ward of a large 
general hospital. She was allowed to talk with patients as a kind of sup-
portive “mentor,” being a graduate of the ward herself. One day, one 
of the patients was threatening to withdraw from the program, com-
plaining of severe anxiety, saying, “Nothing seems right, all my ways 
of thinking about things are up for grabs.” My student had a powerful 
“Aha!” at that point. She said, ‘Wait a minute, that is just what you 
should be experiencing. If you were still reacting in the way you used 
to, you would be doing what got you here in the fi rst place. The fact 
that nothing seems right is because you have changed. You are no lon-
ger perceiving things as you did, and so your experience does not feel 
familiar.” With this insight, the patient chose to tolerate her unsett led 
state a while longer and eventually proved a success in the program.

It was at about this time that Behavior: The Control of Perception (Powers, 
1973) came out. We devoured it eagerly, and it helped us draw several 
further applications from this experience with the patient on the psy-
chosomatic ward. It occurred to us, aft er reading Powers’ chapter on 
learning, that this patient’s complaint of everything being up for grabs 
was in a certain sense similar to the variability in performance in the 
learning experiments and the ping pong tournaments. Having become 
disillusioned with her old ways of thinking about her experiences, she 
wavered through various new percepts. In Powers’ theory of reorgani-
zation, this would be the result of random signals in the existing hier-
archy. They would, of course, interfere with the functioning of some of 
the existing systems. As she began to sett le upon new, more eff ective 
ways to view her situation, she reported that her anxiety dissolved. 
We began to form a wholly new idea about anxiety as a result of these 
observations.

Clinical reports in the fi eld of psychotherapy have frequently noted 
that patients complain of anxiety as they move deeper into self-exami-
nation. Clinicians have typically treated anxiety as a condition to be 
gott en rid of, rather than as an indication of an underlying process 
of reorganization. However, it seemed to us that—if Powers’s concept 
of the control systems of a person as a huge interconnected hierarchy 
were right—then of course when the reorganizing system begins to 
alter the parameters of some systems in the body, many other systems 
that interact with them would be plunged into varying degrees of er-
ror. It struck us that anxiety could be the name given to that condi-
tion. Later on, I ran across other clinicians whose experience had also 
suggested that anxiety in treatment oft en appears to be a precursor of 
major change. I have subsequently had many instances where simply 
off ering this view of anxiety has helped a person to refocus on their 
desired changes, instead of on the symptoms of anxiety, and to achieve 
a good outcome.

Another application of PCT in my clinical work has been to encour-
age patients very fi rmly to keep stating their goals or objectives as spe-
cifi cally as possible, a method I share with David Goldstein and Ed 
Ford, although each of us seems to do it in a slightly diff erent way. My 
favorite procedure is to ask the person repeatedly to state what he or 
she wants to perceive or experience in literal terms. For example, “So, 
you want to hear your boss say, ‘You’re the hardest worker here,’ is that 
right? How close has he come to saying just that? What do you do that 
gets him to say anything like that?” It continues to surprise me how of-
ten a person is looking for a particular feeling but has hardly any idea 
of the kind of events that must occur for him or her to get that feeling.

Once patients get the idea that the good feelings being sought are 
closely tied to specifi c events, they usually take off  with the concept, 
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making further applications on their own. I wrote an applied control-
theory psychology text for my students in an introductory mental health 
course, to pass along these observations. It gave a simplifi ed sketch of 
the theory, showing how it had led to these and other applications. I 
also off ered it to a number of “pop” psychology publishers. I heard 
from several of them that the fi rst reader or two liked it, but it was al-
ways rejected at higher levels. A fair number of my students grasped 
enough of the main idea to make their own applications, as the patients 
had done, so it seemed to have served some purpose anyway.

Later Research

Once I had Behavior: The Control of Perception as a text, my classes 
grew slightly larger, and I found some students who were interested 
in learning more about doing research from the control-theory point of 
view. We sett led upon research on the self as a fertile ground. Carver 
and Scheier’s book (1981) had come out by then. They reviewed many 
studies in social psychology dealing with various aspects of the self, 
which they interpreted, more or less, as having aspects of a higher-
order control system. Since I had been interested in the self since way 
back in my days with Carl Rogers, I found their work of considerable 
interest. However, I wasn’t satisfi ed with the relatively murky views 
of this concept that one fi nds in the literature on it. I proposed it as a 
subject for deeper investigation in one of my fi rst advanced courses in 
perceptual control theory.

I have an unusually clear (for me, at least) recollection of the progress 
of that series of discussions. I think it illustrates well the development 
of a theoretical question through intermediate steps to a research pro-
gram, so I would like to spell it out in detail. We began by speculating 
that at least some of the previous concepts of the self in the psychologi-
cal literature seemed suggestive of control systems, even on the part 
of writers who had never heard of control theory. A good example is 
Epstein (1973), ‘The Self-Concept Revisited, or a Theory of a Theory.” 
He proposed that the term “self” is used to describe a conception, or 
theory, that a person develops to explain him- or herself to him- or 
herself for the purpose (among others) of knowing how to make dif-
fi cult decisions.

In our discussions, we began to play with the idea that a self could 
then be thought of as a control system of the highest order. What would 
it control? We examined Powers’s scheme of the learned hierarchy for 
types of variables controlled at the various levels. Variables like inten-
sity, confi guration, relationship, and sequence are, in a certain sense, 
very concrete. That is, you can construct objective measures for them, 
as Bill did in constructing tracking experiments where the relation-

ship of “equal” or “in line” can be viewed directly between cursor and 
target on the screen. Now, what would be the counterpart of that at 
the level of a system controlling that a person would continue to be 
the same consistent person? It struck us at some point that we were 
seeing that in action all of the time. We noted that when we talk about 
ourselves, a portion of our talk consists of telling each other what kind 
of person we are. “I am a quiet person,” “I am a talkative person,” “I 
am a shy person,” etc. These are the kinds of att ributes, collections of 
which some writers called “self image.”

At this point, we derived, from the theory presented in Behavior: The 
Control of Perception, an implication that had not been clear in previous 
studies of the self. In Powers’ discussion of how you can determine 
whether you are observing a control system in action, he described the 
“test for the controlled variable.” If a phenomenon is under feedback 
control, you will see it corrected back to its prior state if you disturb it. 
During one of our class discussions, one of the students made the self-
image remark, “I am a shy person.” I simply said, “No, you’re not,” as 
an att empt to apply Powers’ test. Her jaw dropped, her eyes widened, 
and she said, with indignation in her voice, “I certainly am!”

Looking back, I marvel at how much more work it took to incorpo-
rate this simple experience into a workable experiment. I proposed at 
this point to David Goldstein that we work on it. But as traditionally 
trained psychologists, we seemed to have to go through a series of 
successive approximations to move from a traditional research format 
to a rigorous presentation of this original, simple, informal test of the 
controlled variable. I will describe the history and present the research 
here, since it is unlikely to be published anywhere else.

We began with a design typical of hundreds of studies on various as-
pects of the self. We got subjects to describe themselves and their ideal 
selves on an adjective checklist and then had them estimate where their 
own scores would fall on a wheel-like circumplex of eight personality 
factors (sociable, accepting, submissive, assertive, etc.) from Conte & 
Plutchick (1981). A week later, we gave them a doctored “personality 
profi le report” in which some of the factors they had rated as self-de-
scriptive were affi  rmed but others were reversed. Our rationale was 
that the false descriptions would result in a sense of error which they 
would then take some action to correct. We provided the opportunity 
to do that by describing the doctored feedback as a new experimental 
instrument and invited them to correct any att ributions they thought 
the testing had got wrong. We then scored any statements they made 
to correct “wrong” descriptions as favoring the hypothesis and failure 
to contradict as against the hypothesis. Anyone familiar with the typi-
cal research in this area will recognize that this design follows a very 
usual format, as for example the study by Frey and Stahlberg (1986) 
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that Runkel (1990) took apart in great detail in his text on psychologi-
cal research methods.

Table 1 shows the results of three samples of subjects with whom 
this fi rst design was employed. These results do not support the hy-
pothesis. In the fi rst sample, there were more instances of acceptance 
of false att ributions than corrections. The second sample results were 
favorable to the hypothesis. In the third sample, there were more in-
stances of correcting undoctored att ributions. At that point, we faced 
a question common to many research projects of this sort. Was the hy-
pothesis (that people would correct falsifi ed self-descriptive att ribu-
tions) disproved by the results, or was the experiment inadequate to 
the task? Like many researchers who have invested time and money, 
we preferred to believe that the method was inadequate.

Table 1. Reactions to receiving false att ributions.

Subject 
sample 
number N

Corrections 
of disturbed 
categories

Acceptanc-
es of false 

att ributions

Corrections of 
undisturbed 
att ributions Ambiguous

1 10 9 10 6 5
2 12 13 9 6 8
3 12 8 2 18 8

Note: Each subject responded to three questions, hence frequencies 
show number of chances to correct; that is, three times the number of 
subjects.

One member of the research team, a schoolteacher familiar with stu-
dents like our subjects, speculated that many of them did not have a 
very robust self concept. We went back to the drawing board, deter-
mined to control for a confounding factor such as ego strength. The 
data were already at hand in unanalysed information that we had 
gathered during the project. We tallied up the discrepancies for sam-
ple 1 between “actual” and “ideal” ratings that the subjects had given 
themselves on the circumplex measure, then defi ned a measure that we 
called “self-knowledge” as the inverse of the total. We split the sample 
at the median on this measure and cross-tabulated it with the correc-
tion data. This time, indeed, we found that the subjects with the higher 
“self-knowledge” performed according to the hypothesis, as compared 
with those low on “self-knowledge,” as indicated in Table 2.

Table 2. Sample 1 subjects’ reactions to receiving false att ributions, 
by high and low self-knowledge groups.

Dis-
crep-
ancy N

Corrections 
of disturbed 
categories

Acceptanc-
es of false 

att ributions

Corrections of 
undisturbed 
att ributions Ambiguous

high 5 1 5 7 2
low 5 8 4 0 3

Note: High discrepancy is equivalent to low “self-knowledge,” and 
vice versa.

A chi square on these results was signifi cant at the .05 level, and we 
could presumably have had it published somewhere, had we stopped 
at this point. But we made the mistake of trying to replicate these re-
sults. The data for samples 2 and 3 came out in the opposite direction. 
The operational hypothesis was thus invalidated. I might note that, 
in all of these samples, there were contrary instances, and whatever 
diff erences were noted were only between group means, a fault that 
Kunkel (1990) has pointed out in almost all psychological research 
aimed at investigating properties of human beings qua human.

Aft er some intermediate steps which are not worth describing here, 
we began to see that the concept of testing for a controlled variable calls 
for an entirely diff erent research design—and for results that should 
be universal. The fi rst inference we drew from careful thought about 
PCT was that the instance of disturbance of the self image, and its cor-
rection, if any, should be immediate in real time. We had realized that 
there is no particular justifi cation for assuming that any individual is 
controlling exactly the same aspect of his or her self image a week later, 
as compared to the initial selection of adjectives.

We developed a format closely similar to the initial, informal situa-
tion from which the inquiry had started. We had subjects work in pairs 
in which one partner would do a Q-sort self-description with items 
from the original adjective check list. The other partner had been se-
cretly instructed to read off  the fi rst item and say, “Why, no, you’re not 
like that,” immediately upon completion of the Q-sort. The complicit 
partner then wrote down the other’s reply. We then had judges score 
replies like “I am so” as for, and all others as against the hypothesis. 
Table 3 presents these results.
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Table 3. Subjects’ replies to contradiction of self image in four samples, 
using the second design.

Subject 
sample 
number N Corrections Non-corrections Ambiguous

1 8 8 0 0
2 8 7 0 1
3 10 8 1 1
4 9 9 0 0

Summing the results of 35 subjects in 4 samples, we have 32 instanc-
es of correcting, one failure to correct, and two unscorable replies. This 
fi nding appears considerably more robust than one usually fi nds in 
typical research on this topic. However, we were uneasy about the de-
ceptive aspect of the way in which the self image had been disturbed. 
Therefore, we designed a format in which subjects again made self-
descriptions, but this time we asked them to imagine what they would 
say to someone who looked at their description and said that it was not 
accurate. As a control, we asked them to do the same with an arbitrary 
list of neutral adjectives. We had their answers rated by student judges 
according to whether they objected or not to the aspersion, as well as 
to the neutral terms. Table 4 shows those results.

Table 4. Writt en responses to hypothetical disturbance of self-chosen 
self-descriptive and neutral att ributions.

Reactions to relevant statements Reactions to neutral adjectives
Subject Correct Modify Accept Subject Correct Modify Accept

1 1 4 0 1 0 4 1
2 3 2 0 2 0 2 3
3 5 0 0 3 0 3 2
4 0 5 0 4 2 2 1
5 5 0 0 5 2 3 0
6 4 1 0 6 0 0 5
7 4 0 1 7 0 2 3
8 5 0 0 8 0 4 1

Total 27 12 1 Total 4 20 16

This methodology is rather simple and perhaps primitive, but its 
strength lies, I believe, in that it applied some rigor to something any-
one can witness in everyday life. I have repeated the informal experi-
ment now on hundreds of occasions with almost universally consistent 
results. Anyone else who wishes can do the same. It doesn’t require any 
particular lab set-up or complex instrumentation. All that is required 
is to wait until a potential subject makes a self-descriptive remark and 
then contradict or interfere with it in some way and observe the result. 
I am satisfi ed that the objective has been achieved. There is almost in-
variably a strong correction to a disturbance of self-description when a 
person declares himself or herself to have such and such a characteris-
tic. From that, I conclude that it is feasible to regard the “self” as a type 
of control system, and the “self image” as a type of controlled variable 
monitored by such a system.

Toward the Future

I have found it extremely exciting—and I still do—to be “along for 
the ride” in this paradigm revolution concerning the nature of behav-
ior. I get a thrill when I experience the sense of simplifi cation by seeing 
an odd collection of psychological “phenomena” as special cases of the 
same underlying process. For example, some of my most satisfying ex-
periences in working on the textbook (Robertson & Powers, 1990) were 
insights such as when it occurred to me that “self-fulfi lling prophe-
cies,” “experimenter bias,” and learned helplessness” could all be seen 
as special cases of control of expectations. (The reference sett ings in 
each instance were established in the particular events used to defi ne 
these “phenomena.”) In the literature where they are introduced, they 
are off ered as unique human processes, unrelated to each other.

The psychological literature is full of such cases. It is equivalent to the 
condition that would have obtained in physics before Isaac Newton. 
The motions of planetary bodies, apples falling from trees, and cannon 
balls would have all had to be explained with separate and unrelated 
“laws of nature.” The lack of a unifying theory allows, nay, introduces 
many false complications into psychology and, at the same time, di-
verts energy from investigating the true complexity of living processes 
to the pursuit of many trivial distinctions and measurements.

I must acknowledge, of course, that drawing upon theory to att empt 
to simplify the underlying structure of phenomena is only the fi rst 
step in gaining knowledge. Proposed simplifi cations are speculations 
that need confi rming. That is, they need confi rming in those instanc-
es where the surface phenomena continue to be interesting aft er one 
takes a look at them from a PCT point of view. I suspect that in many 
instances they will not. At least, I have stopped being amazed to have 
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it pointed out that people regularly act, quite automatically, to bring 
about experiences that match their expectations—of whatever sort.

I believe, further, that there is a tremendously varied and exciting 
realm of possibilities for diff erent directions in which to test out, and 
draw applications from, PCT. The study of some of the lower-order 
systems is well along in the various tracking experiments done by 
Powers, Bourbon, Marken, and others. The existence of higher-order 
systems, postulated by Powers, is to my mind established in the self 
research results. But there is much to be done in investigations of the 
intervening levels.

Some of that is already implicit in Bourbon’s results with two-person 
interactions. I don’t know if anyone is yet sketching out (or cataloging 
—is that a more apt term?) the principles and programs that diff erent 
people implement in doing the tasks. Likewise, it will be very interest-
ing as young investigators construct and test models of how diff erent 
people choose a strategy for dealing with a task, the mastery of which 
is unknown to start with. The Powers Game is one type of activity 
where subjects’ choices of strategies for mastery will be amenable to 
the test for the controlled variable. There obviously are many more.

There also needs to be research on the reorganization phenomenon 
in all kinds of learning situations. Many fertile questions about how 
reorganization proceeds have appeared on CSGnet in the past year. 
I would hope to see some of them instrumented and pursued in the 
near future.

There are many observational facts in psychology that might well be 
recast into PCT terms in an approach to fi nd the underlying mechanism. 
For example, compare Plooĳ ’s (1987; 1989a, b) work on developmental 
sequences with that of Piaget. Piaget presents some excellent step-by-
step descriptions of how behavior gradually becomes more complex 
in many skill dimensions. But his “theory” proposes “explanatory” 
concepts like “equilibration,” which resolve into “it happens because 
that’s how it happens,” when analyzed. In contrast, Frans Plooĳ , also 
describing some invariant sequences in behavioral development, has 
related them to Powers’ hierarchy of controlled perceptions and has 
shown how the more complex are combinations of the prior steps in 
development.

There are many observational facts in developmental, clinical, and 
social psychology, but very few genuine att empts to propose underly-
ing mechanisms, outside of PCT and the fi eld of psychobiology. In that 
fi eld, control theory is beginning to be applied, but is hobbled by the 
kind of misunderstanding of it that Powers has spent so much time 
pointing out. And certainly, there are many potentially rewarding ap-
plications of PCT to follow those being begun by a growing number 
of us.

For the person who gets personal satisfaction from seeing an un-
known shore come into view for the fi rst time, as well as from the com-
pany of fellow voyagers, PCT has emotional and intellectual satisfac-
tion to off er. I fi nd it rewarding to interact personally at our small face-
to-face PCT meetings with people whose specialties are distant from 
my own, as well as with those in the same fi eld. I’m glad at such times 
that PCT hasn’t att racted a great horde of people whom I wouldn’t be 
able to know as individuals. I don’t enjoy seeing anonymous faces, 
talking about things about which I have no chance to stop and ask 
what they really mean. For that reason I haven’t att ended an American 
Psychological Association convention in many years. I feel some sad-
ness in knowing that this is already beginning to change in the CSG. 
When I see Bill Powers laboriously leading a querulous interloper in 
CSGnet through the careful fi rst steps of understanding how behav-
ior is the control of perception, I oft en get an impulse to shout, “Save 
yourself for those who come of their own accord!” And as to the fact 
that so many well-established people can’t be converted, we have al-
ready suffi  ciently understood how PCT already predicted it. Let’s not 
waste any more time about that. On with fi nding new facts and mak-
ing new discoveries!
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Confessions of a Non-Pioneer

Tom Bourbon 
(Research Division, Department of Neurosurgery, University 
of Texas Medical School - Houston, 6431 Fannin, Suite 7.148, 
Houston, TX 77030)

The people who can write as legitimate PCT “pioneers” are Bill and 
Mary Powers and Bob Clark. The fact that Greg Williams includes me 
in a list of pioneers says much about the past, present, and probable 
future of PCT; the message is not encouraging. Much of what I have 
writt en here reveals the lack of any contribution by me during the 
early years of PCT. If what I say is of any value, it is probably by way 
of documenting how long some of the supposedly “new alternatives” 
and “new objections” to PCT have really been around.

1960-1973

In 1960, when Powers, Clark, and McFarland published their fi rst 
papers on control system theory (CST) in Perceptual and Motor Skills, 
I was an undergraduate student, changing my major and my institu-
tion for the third time. I had completed four courses in psychology 
at a small private college, all under one Skinnerian radical behavior-
ist. Since my high school days, I had been interested in studying how 
people and their environments aff ect one another. I saw litt le chance of 
working on that subject under a devoted rat runner. Seeking broader 
exposure to psychology and physiology, I transferred to the University 
of Texas at Austin in 1960. I eventually earned a B.A., then completed 
a Ph.D. in 1966.

During those years, while the original papers on CST languished in 
obscurity, I learned a psychology that was a mixture of Hull-Spence 
behaviorism, the ecological psychology of J. J. and Eleanor Gibson, 
information theory and its applications in psychology by people like 
Garner and Hake, classical psychophysics, and the early work on sig-
nal detection theory. The “information processing perspective” was in 
its birth throes.

In physiology, I came across work on control and regulation, but I 
read much of that material on my own. The physiologists and physi-
ological psychologists with whom I studied presented some material 
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on physiological “feedback,” but then the term referred to pathways 
that descended from higher centers, “feeding back” down the nervous 
system toward the sensory receptors—feedback was activity feeding 
back down the lineal causal pathway for behavior, serving some un-
known function. I thought there was more to the idea than that but 
could not work it out. (Incidentally, when they diagrammed a control 
process, nearly all physiologists used a version of Norbert Wiener’s 
diagrams, in which the system controls its output.)

I learned my psychophysics under Chuck Watson, a young faculty 
member just graduated from Indiana University, a point of origin of 
signal detection theory, and under Lloyd Jeff ress, one of the authorities 
on binaural hearing. In Watson’s graduate seminar on instrumentation 
and electronics, I located material on servomechanisms and negative-
feedback control systems. There was no hint that such a device might 
serve as a model for a living system, but I thought it might. I did noth-
ing more with that vague idea at the time. Jeff ress was one of the grand 
fi gures in my educational experience. I completed my dissertation un-
der him on an obscure topic in auditory signal discrimination. During 
all that time, while I pursued trivia, Bill Powers, and Mary, worked 
alone on Behavior: The Control of Perception.

I fi nished my degree during a “seller’s market,” when new Ph.D.s 
had many opportunities awaiting them. Like all of Jeff ress’ students 
before me, I was expected to go to a decent university where I would 
become an audition-psychophysics person, teaching, researching, and 
publishing on those topics for the remainder of my career. I disap-
pointed everyone by going to a university that off ered only the B.A. 
and M.A. in psychology. It was a place where there would be no pres-
sure to publish or perish, which meant I would be free (as free as 12- to 
15-hour teaching loads each semester would allow) to pursue my own 
line of study. Aft er my education in psychology and physiology, I was 
convinced I had been conned—there was nothing in it that could ex-
plain the behavior of real organisms in the real world (apply the PCT 
interpretation of “real”).

By 1973, my students were enduring the results of my personal at-
tempts to fi t feedback into the ecological psychology of the Gibsons, 
and to tie it all together in a mix with information theory and signal 
detection theory. (All of those poor students. I should have been tarred 
and feathered!) I was convinced that the environmental and ecological 
levels and layers described by the Gibsons must represent classes or 
levels of perception in a person, not objective features of the environ-
ment—basic psychophysics and physiology left  no other possibility. 
But I was gett ing nowhere with working it all out.

1973-1983

I read Bill’s 1973 article in Science. I can still remember the electric 
feeling as I devoured it, saying over and over to myself, “Of course! Of 
course!” He made it all so transparent and simple. When I received the 
fl yer from Aldine announcing “the book,” I ordered it immediately. 
The notes scribbled all over my old copy document my excitement 
with the book, and my conviction that it was a work of genius, and 
my determination to do something, no matt er how minor it might be, 
or when it might be, to help “put out the word” about CST. As things 
turned out, it was quite a while before I did anything other than make 
CST part of my teaching in an obscure university.

From the fi rst day when I talked about CST in my classes, some 
students were interested in the theory and excited by its implications 
for behavioral science. (Of course, many others—and my faculty col-
leagues—were not at all excited.) David Goldstein joined our faculty 
to teach courses in developmental psychology and cognitive psychol-
ogy. He encountered students who kept talking about CST and about 
how it was related to topics in his classes. In self-defense, he came and 
asked me what it was all about. During the time from 1973 to 1992, 
David was the only one of my former colleagues who ever tried to learn 
what the commotion was really about; most of the others were content 
to ignore me and take cheap shots at my students. Eventually, David 
was in trouble running up large phone bills by calling Bill Powers, and 
he helped bring Bill to our campus for a visit. By then, I had convinced 
myself that, despite my determination to help, I was equipped to do 
very litt le.

In an att empt to learn how to do computer modeling, in the late 
1970s I att ended an NSF-sponsored short-course on modeling with 
NDTRAN, a systems dynamics modeling program patt erned aft er the 
more elaborate and expensive DYNAMO. A few thesis students dared 
to tackle some modeling problems in CST using NDTRAN. In 1980 
and 1981, we went on the road to talk about those projects, fi rst at a 
meeting of the Society for General Systems Research (SGSR), then at 
a meeting of the IEEE Society for Man, Cybernetics, and Society. In 
both places, everyone seemed to think CST was an old-hat version of 
cybernetics— not their cup of tea. At SGSR, they were interested in 
entropy, chaos, nonlinear systems, and lots of elaborate verbalisms; at 
IEEE, they cared about optimization and models of optimal control. 
CSGnet is not the fi rst place where we have encountered resistance 
from devotees of those ideas.

Frustrated, in 1982 I went alone to Columbus, Ohio, to a meeting of 
the American Society for Cybernetics (ASC). I hoped to locate at least a 
few people who might be interested in CST. When I wandered into the 
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general meeting hall the night before the meeting was to start, I was 
surprised to see Bill Powers, messing around in a tangle of cables, set-
ting up his homemade computer. At ASC, nobody else was interested 
in CST. I was dismayed to see that they could so easily reject Bill’s 
ideas without even a hint of a fair hearing or an att empt to understand. 
Bill was ready to give up on the cybernetics people, whom we both 
thought ought to be the group most likely to understand CST. I was 
afraid he might give up altogether—the years of rejection and, for the 
most part, “going it alone” had taken a toll. In retrospect, I know he 
would never have quit.

1983-1994

I hit on an idea that I thought might help. It had nothing to do with 
modeling, and it is probably my one signifi cant contribution to the 
present state of CST (now known as perceptual control theory, PCT). 
I knew that Bill and Mary kept a map on their kitchen wall next to the 
refrigerator, with a pin marking the location of each person who had 
called or writt en to ask about or discuss CST. I asked Bill to send me the 
short list of names that accompanied the pins. I contacted all of them 
and invited them to att end the 1983 meeting of ASC, in California. 
Then I contacted Bill Reckmeyer, president of ASC, and told him we 
needed three sessions on the program. To my amazement, Reckmeyer 
gave us the sessions. In 1983, a band of seven CST people used smoke 
and mirrors to create the impression that we were everywhere at the 
ASC meeting. One evening, at dinner in a Chinese restaurant, we gave 
Bill a “certifi cate” from the “off -the-wall group” of control system the-
orists, commemorating the 10th anniversary of the Science article and 
Behavior: The Control of Perception. The next year, Bill Benzon organized 
the CST contingent at the meeting of ASC in Philadelphia. There, ASC 
people were “into” poetry, “second-order cybernetics,” and autopoei-
sis—they gagged on CST.

In Philadelphia, we could not all fi t in a single elevator. We knew we 
were really making progress! I fl ew back to Texas with a good feeling 
about what was happening. The next year, the CSG held its fi rst meet-
ing, at Kenosha, Wisconsin. I’m sure other “pioneers” have writt en 
about the CSG meetings.

We were not fi nished with ASC. That group had convinced the or-
ganizers of the annual Gordon Research Conferences that the ASC 
brand of cybernetics was scientifi c and deserved to be the subject of 
two Gordon Conferences. The fi rst was in Wolfb oro, New Hampshire, 
in 1986. Bill, Mary, and I were the only CST people there; second-order 
cybernetics, autopoesis, aesthetics, and deconstructionism ruled. At 
the second conference, in California, there was a formal CST session. 

Aft er the California gathering, the Gordon people dropped the ASC 
from the Gordon Conferences (not, I hasten to add, because of the CST 
session —the problem was too much emphasis on aesthetics and too 
litt le on science).

One evening during the fi rst Gordon Conference, Bill, Mary, and I 
escaped onto the boat dock and were talking about a paper he had 
started. We agreed to collaborate on it. It eventually became “Models 
and Their Worlds,” which was rejected several times by legitimate” 
journals, then published in Closed Loop in 1993, seven years aft er we 
began our collaboration.

Along the way, Bill gave me copies of some of his programs, on which 
I hacked around and half-way learned how to do programming and 
“real” modeling. It seemed obvious that my poor programming might 
benefi t from time spent with Bill, and I planned to spend a week or so 
visiting him in Northbrook. Greg Williams and Bill Williams learned 
of my plan and arranged to be in Northbrook at the same time. That 
was the start of a three-year series of Northbrook “mini-conferences” 
on CST. During each of them, Dick Robertson and Wayne Hershberger 
dropped in for awhile. I was always desperate for travel money to at-
tend the mini-conferences. One summer, I submitt ed a proposal for 
faculty development money to support a trip to “the laboratory of 
William T. Powers.” In the proposal, I said I would hold down expens-
es by “sleeping at the laboratory.” I didn’t tell them the laboratory was 
in the room behind the kitchen in Northbrook. To keep things “hon-
est,” I gave Bill a plaque that proclaims ‘The Laboratory of William T. 
Powers,” a place I believe is one of history’s great centers of intellec-
tual accomplishment, as I said in the Foreword to Bill’s Living Control 
Systems II.

My Students

While I was teaching from 1967-1992, I directed 55 master’s theses. 
Aft er 1973, 14 students dared to complete theses that involved PCT. 
Some used it as a “perspective” for reinterpreting other work in psy-
chology. Others used it as a source of tasks or behavioral measures for 
research projects. A few of the hardiest used formal PCT modeling in 
their theses. No matt er the degree to which they used PCT, they all en-
countered far more fl ack and nonsense than the typical graduate stu-
dent in our department—my former colleagues never did appreciate 
PCT. I had, and always will have, great respect for all of those graduate 
students, and for the many undergraduates who also faced what was 
oft en outright scorn from their peers, who all knew (perhaps with a 
litt le help from my peers?) that PCT was folly and those who followed 
it were fools.
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Back when I began teaching psychology, I was “safe.” Many of my 
earlier graduate students completed doctoral programs and have be-
come clinicians, research scientists, faculty members and administra-
tors. But in the PCT era, I watched one student aft er another go off  to 
doctoral programs, wishing they could continue to study PCT—say-
ing they would manage to keep their interest in PCT—then caving in 
under the pressure to do what they must do to survive. During the 
fi nal few years of my teaching career, I could not accept the error I ex-
perienced over seeing students become excited about PCT, then asking 
me the inevitable question, “Where can I go for a Ph.D.?” At the end, 
I was watching undergraduates and graduate students simply drop 
out of psychology altogether, rather than study in a traditional depart-
ment. Many of those who wanted careers in clinical practice opted for 
certifi cation in areas other than psychology. I no longer thought it was 
fair for me to expose students to material that could only end their 
hopes for professional careers in behavioral science. I left  teaching for 
what looks as though it will be a full-time eff ort to obtain funding for 
research on topics other that PCT.

Beyond 1994

Now, 34 years aft er the fi rst papers on CST-21 years aft er Behavior: 
The Control of Perception and Bill’s article in Science—a handful of people 
do PCT modeling. In one way or another, most of us either abandoned, 
or never pursued, a traditional career path, out of our conviction that 
PCT is a revolutionary theory. There seems to be no other way to go 
about this business. Unless others soon pick up the task of PCT model-
ing, there is very litt le future for PCT as a science, no matt er how many 
dedicated people use PCT in their applied work. The modelers never 
had doctoral students who went on to perform modeling. We never 
had doctoral students, period!

Without more contributors to the modeling, we run the risk of PCT 
becoming one more among a multitude of “perspectives” or “frame-
works,” another gloss added to the theories a person held before en-
countering PCT. There is abundant evidence of that phenomenon on 
the CSG computer network. There, I see one person aft er another stake 
a claim that this, that, or the other theory “says the same things as 
PCT”; or that PCT is fi ne, as far as it goes, but that such and such the-
ory is necessary for going further; or that blah theory is more funda-
mental than PCT and can generate PCT. Time and again, 1 am struck 
by the fact that those invocations of other theories sound familiar; they 
are oft en the same things I heard in the 1960s—the same theories I rec-
ognized as part of the immense con job that passed for my education 
and training in scientifi c psychology.

In addition to more modelers, we need more people to gather solid 
empirical evidence to demonstrate and document the phenomenon of 
control at every level, including social, neurological, biochemical, and 
applied. We must demonstrate the phenomenon of control, then in-
voke the model, not the other way around. As things stand, even some 
supporters of PCT show very litt le interest in empirical work on con-
trol—a few even dismiss that work as trivial and say it “adds nothing 
to our understanding of PCT.” With friends like that....

Finally, anyone who suggests that another theory, or an improve-
ment or addition to PCT, is bett er than any present working version 
of the PCT model must produce the evidence—a working model 
that does the job bett er. Given evidence like that, there is no question 
about which model works best. That’s the only way this game can be 
played.
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My Life as a Control Theorist

Richard S. Marken 
(Life Learning Associates, 10459 Holman Ave., Los Angeles, CA 90024)

My life as a control theorist began in the spring of 1974 when I was 
roaming through the library at the University of California at Santa 
Barbara. I had just completed the requirements for my Ph.D. and was 
preparing to start what would turn out to be a very pleasant career 
as a professor of psychology at a small college in Minneapolis called 
Augsburg College. My major emphasis in graduate school had been 
the study of human perception; my thesis research addressed a rather 
arcane question in auditory psychophysics: what is the time and fre-
quency resolution of the auditory system for detecting tonal stimuli? 
I got the teaching position at Augsburg based on my familiarity with 
computers rather than auditory psychophysics (the latt er not being in 
great demand at the time). Before leaving beautiful Santa Barbara, I 
would occasionally roam through the library to see what was new in 
the psychology section—particularly in the “perceptual psychology” 
section. It was during one of these tours that I ran across a book by 
William T. Powers called Behavior: The Control of Perception (BCP).

I was att racted to the book by its title. Being a student of percep-
tion, I found it downright puzzling. I had thought about perception 
quite a bit in graduate school, but I would never have thought of it 
as something to be controlled (whatever that meant). I checked out 
the book and found that it had something to do with control theory, 
feedback, and cybernetics. I was immediately impressed by the clarity 
of the author’s presentation; he seemed to know what he was talking 
about. I was intrigued, and a litt le frightened; intrigued because what 
Powers was saying seemed to be relevant to “real” human behavior in 
a way that all my graduate studies in psychology had not been; fright-
ened because, in a way I could not yet articulate, Powers seemed to be 
calling into question some things that I took for granted. I probably 
spent about two hours with BCP, but it had made a bigger impression 
than I then knew.

My encounter with BCP was just a vague memory when I ran across 
it again in 1977—this time in the library at Augsburg College. But now 
fate would intervene to allow BCP to change my life. Various chance 
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factors made it possible for me to learn what we now refer to as per-
ceptual control theory (PCT), the theory of behavior described in BCP. 
I was, at this time, preparing a rebutt al to a talk given by a colleague 
(and good friend) about the meaning and implications of Skinnerian 
behaviorism. B. F. Skinner was receiving a great deal of att ention aft er 
publication of Beyond Freedom and Dignity. Discussions of “determin-
ism” vs. “free will” seemed to be all the rage, and the possibilities of 
“behavioral engineering” were being actively debated. Like most “cog-
nitive psychologists,” I thought that there was something wrong with 
behaviorism—I just couldn’t articulate the problem to my satisfaction. 
I was planning to base the rebutt al to my friend’s pro-Skinner talk on 
Ulric Neisser’s discussion of Skinnerianism in his recently published 
Cognition and Reality. Neisser was one of the “biggies” in the then rela-
tively new fi eld of cognitive psychology, and his arguments against 
behaviorism made sense. But I could tell that these arguments were 
more like opinions than scientifi cally based conclusions.

BCP reappeared at this time. I saw its relevance to my planned rebut-
tal right away, since the discussion of PCT was framed as a critique of 
behaviorism. BCP seemed to provide a scientifi c (rather than an emo-
tional) alternative to behaviorism that was missing from the cognitive 
view. Aft er weeks of going back and forth—whether I should base my 
rebutt al on the conventional “cognitive” view or on the PCT view of 
behavior (which I still only vaguely understood)—I opted for PCT. This 
turned out to be a good choice because it started me on the path to learn-
ing PCT; it was a bad choice because I had only the vaguest idea what I 
was talking about—which made for a prett y ineff ective rebutt al.

But I quickly lost interest in debating Skinnerians because another 
fateful development helped me move forward in my understanding 
of PCT. In early 1978, some friends of mine at Stanford introduced me 
to the “personal computer.” It was love at fi rst sight. I immediately 
bought an RCA Cosmac computer kit (with 8K of memory, mass stor-
age on a cassett e tape, and “hex pad” data input). By 1978, I had con-
vinced Augsburg to buy a couple of what were then considered to be 
very fancy Apple II computers. At the same time, I (again by chance) 
ran across an article by Powers in Psychological Review (“Quantitative 
Analysis of Purposive Systems”). A number of tracking experiments 
were described in that article, and I was able to replicate them fairly 
easily on the Apple II (using the game paddle as cursor controllers and 
Apple Basic as the programming language). Shortly aft er that, I found 
Powers’ series in BYTE magazine, which reassured me that I had been 
doing the experiments correctly and taught me how to do some of the 
modeling needed to evaluate the results of the experiments.

My experiments with the personal computer helped me understand 
PCT in a way that would have been impossible (for me) with words 

alone. These experiments made it possible for me to understand what 
“the control of perception” meant; it meant the end of psychology as 
we knew it. At this time, I was also writing a textbook on experimen-
tal psychology and statistics. I was leading a double life: my PCT ex-
periments on the personal computer showed that the basic assump-
tion on which all psychological research is based—the assumption that 
perceptual input is the cause of behavioral output—is wrong; and I 
was writing a textbook explaining how to do psychological research 
based on this assumption. By 1979, I knew that what I was saying in 
the textbook was wrong. But I fi nished the book (it was published by 
Brooks/Cole in 1981 as Methods in Experimental Psychology) in order to 
get tenure (I did) and to show the “right” way to explain the wrong 
way to study behavior (I believe I succeeded, though the book was not 
a bestseller). Once the book was fi nished, my att achment to conven-
tional psychology was fi nished as well.

What fi nally “put me over the edge” and convinced me that PCT is 
a revolutionary new approach to understanding behavior was the ap-
parently trivial (but completely astounding) realization that, in a con-
trol loop, the input to the loop is not the cause of the output. This can 
be demonstrated most easily in a compensatory tracking task where 
you are to keep a cursor aligned with a target. When control is good 
you are able to keep the cursor almost exactly on target, despite the 
fact that there are disturbances that would tend to move the cursor 
away from the target. You keep the cursor on target by moving a con-
trol handle appropriately; to the left  to keep the cursor from moving 
off  to the right, and to the right to keep it from moving off  to the left . 
Most people looking at a subject performing this task would say that 
the deviation of the cursor from the target “tells” the subject which 
way to move the handle in order to keep the cursor on target; devia-
tion of cursor from target is the “stimulus information” that is used 
by the subject to make the appropriate responses. But Powers showed 
that there is almost no relationship (correlation) between deviations 
of cursor from target and movements of the handle that controls the 
cursor. Yet there is a nearly perfect relationship between the unseen 
disturbances to the cursor and handle movements. These results seem 
“magical”—completely contrary to the “input-output” or “cause-ef-
fect” model of behavior—yet they are exactly what is predicted by 
PCT.

I started trying to do experiments to see if I could fi nd a fl aw in the 
PCT view of the tracking situation. Aft er all, manual tracking stud-
ies were well known to me and had been done for years; how could 
anyone have missed this incredibly surprising fact—that inputs don’t 
cause outputs, that what subjects see doesn’t determine what they do. 
It was during this period that I hit on the idea of having the subject do 
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two runs (at diff erent times) with exactly the same disturbance present 
both times. This was easy to do with the computer. The idea was this: 
even though the correlation between cursor and handle movements 
is low, it might be that something about the cursor is still the cause 
of handle movements; it’s just something that is not picked up by the 
correlation. For example, handle movements might be caused by some 
function of the cursor movements, or by the cursor movements from 
some time in the past, or by some odd weighting of several cursor 
positions, etc. Any of these aspects of cursor movements might be the 
cause of the handle movements, and if so, they would not show up in 
a simple correlation between cursor and handle movements. However, 
they would show up in a correlation between cursor movements on 
two diff erent trials where essentially the same handle movements 
had occurred; the cursor movements on these trials would correlate 
because something about them must be the same if the handle move-
ments were the same. I knew that I could get the subject to make nearly 
the same handle movements by presenting the same disturbance on 
two diff erent occasions; the cause-eff ect model would predict that the 
cursor movements should also be nearly the same on these two occa-
sions. In fact, they were not the same at all.

I designed several other tests of the input-output model of tracking, 
and the results were always exactly those predicted by PCT: no eff ect 
of perception on behavior; behavior is the control of perception. The 
basic assumption of experimental psychology—indeed, the basic as-
sumption of all social science is wrong. This was heady stuff . But the 
excitement was tempered considerably by my growing realization that 
work on PCT was going to be very lonely indeed. As I began to present 
the results of my research to other psychologists (in publications, at 
meetings and seminars), it became increasingly clear that, while psy-
chologists love to talk about scientifi c revolutions and to call every new 
theory in psychology “revolutionary,” they don’t want a real revolu-
tion—and you don’t get much more revolutionary than PCT. My pre-
sentations on PCT were met with polite interest and, sometimes, nod-
ding agreement, but it was clear that no one really wanted to stop what 
they were doing and start psychology all over again, from scratch.

It was also becoming clear that there were not many psychologists 
besides myself who were doing research based on PCT. In fact, the 
only PCT research publications of any quality that I knew of were by 
Powers himself. So I wrote to Powers in 1979 and went to visit him in 
1980 (he was living in Northbrook, Illinois, at the time, relatively close 
to Minneapolis). Bill turned out to be as brilliant in person as on pa-
per—and a truly wonderful human being too; kind, helpful, humble—
surprising qualities in a person who is just about always right about 
everything. Through Bill, I learned that there were some other scientif-

ic psychologists actively interested in PCT. Eventually, we developed 
a bit of a network of PCT affi  cionados. With the invaluable assistance 
of Bill’s wife Mary (a very accomplished PCT affi  cionado herself), this 
disorganized group of scholars, who shared litt le more than an inter-
est in PCT, fi nally got together in one place—a retreat near Kenosha, 
Wisconsin—for the fi rst meeting of the Control Systems Group.

In 1985, I left  teaching and returned with my family to California. 
I left  teaching only because I could not, in good conscience, continue 
to hypocritically teach a curriculum that had to be taught if students 
were to learn “psychology.” I could have stayed at Augsburg as long as 
I liked—and I was encouraged to stay—teaching one or two “special” 
courses a year on control theory. But I felt that this was not fair to the 
students or to control theory. When I did teach such courses, students 
wondered why I was teaching a course that challenged everything 
they were being taught in the other psychology classes; it seemed as if I 
were engaged in a personal feud with my colleagues. I also found that 
teaching PCT in the context of the conventional psychology curricu-
lum gave the impression that PCT is a new explanation for the “facts” 
being learned in the other classes; it took me several years to realize 
that this is actually not the case—that PCT is a totally new approach to 
understanding behavior, a new start for psychology. Existing psycho-
logical “facts” are not facts at all, from the PCT perspective: they are 
usually based on statistical data, so they are not true “all of the time” 
(oft en not even a good proportion of the time), and they are not true 
of any individual person, but only of a non-existent “average person.” 
I realized that in order to do PCT properly, one has to stop doing con-
ventional psychology and start doing PCT—period. In 1985, I stopped 
doing conventional psychology.

Since leaving teaching, I have made my living as a “human factors” 
engineer by day while continuing my PCT research at night and on 
weekends—time permitt ing. I have managed to publish several papers 
on PCT since leaving teaching, but my interest in publishing in the 
conventional psychology journals has almost completely evaporated. 
Not only is it nearly impossible to get past the review process with a 
PCT paper, there is virtually no response to these papers when they 
are published. I am no longer surprised or saddened by this response 
to PCT; it is quite understandable in PCT terms; psychologists can be 
expected to control for doing psychology in ways that achieve their 
higher-order goals—which seem to include publications, recognition 
by peers, tenured faculty positions, and best-selling textbooks. PCT is 
obviously not a way of doing psychology that will help a psychologist 
achieve these goals; in fact, PCT is a disturbance to the kind of psy-
chology that does allow psychologists to achieve these goals. Eff orts to 
“convert” psychologists to PCT are no more likely to be successful than 
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eff orts to convert believers to atheists (or vice versa). Nevertheless, it is 
still fun to discuss and argue about PCT concepts, and the most excit-
ing forum for doing this now is on the Internet.

In 1990, a computer network dedicated to discussion of PCT was 
formed; there are now approximately 120 people in at least fi ve coun-
tries participating in this network, known as CSGnet (the Control 
Systems Group network). This network might not increase the number 
of “converts” to PCT, but it will provide a forum for sharing ideas and 
results that come out of PCT research and modeling.

I see two important paths for the future development of PCT. One is 
the scientifi c path: much more research needs to be done on the basic 
PCT model. If I were the head of the Living Systems Research Institute, 
with many graduate students to help with the research, I would have 
no shortage of projects to suggest. I think it’s important to study the 
control of higher-order variables—sequences, categories, programs, 
and even principles. I have begun some simple studies of the ability 
to control sequences and programs. These studies should be perfected 
and extended, and a start should be made at modeling the perceptual 
functions involved in the control of these complex perceptual vari-
ables. I would also like to perfect methods for monitoring the value 
of the reference for a controlled variable. It is important to be able to 
distinguish variation in a controlled variable that results from poor 
control from variation that is intended. I also think it is important to 
study intra- and inter-personal confl ict in some detail. Confl ict is the 
basic human problem, from a PCT perspective; we have to understand 
its essentials in order to know how to deal with it.

The second path is therapeutic. PCT implies a specifi c approach to 
therapy based on the idea of gett ing consciousness “above” the level 
of the internal confl ict—to the level of the systems that are sett ing the 
incompatible goals. It should be possible to teach and apply this ap-
proach to therapy clearly and consistently. We need to develop thera-
pists who can reliably apply the “method of levels” and who can teach 
it to others. This means that PCT therapists will have to understand the 
science of PCT at least as well as the scientists understand the therapy. 
In fact, PCT should break down the barriers between scientifi c and 
clinical approaches to psychology. Any person who is able to do PCT 
therapy should also be able to do at least some basic PCT science, and 
any person who is able to do PO’ science should be able to do some 
basic PCT therapy. The diff erence between PCT science and therapy 
should only be a diff erence in emphasis, not a diff erence in scientifi c 
integrity or human compassion.

Of course, there are many more directions in which PCT can expand, 
but I see them all turning around these two poles—the scientifi c and 
the therapeutic. Much more needs to be done with modeling complex, 

multidimensional control processes; for example, a model hand might be 
a nice sequel to the Litt le Man’s pointing arm. This kind of modeling will 
probably be of most interest to those traveling down the scientifi c path—
but those on the therapeutic path would do well to try to understand why 
such models work. There are also great possibilities for PCT in the realm 
of social relations; PCT principles should allow people to develop social 
organizations that allow people to maintain individual control—to the 
collective benefi t of all individuals inside and outside of the organization. 
This is a “therapeutic” application of PCT that would surely benefi t from 
the scientifi c modeling of group behavior using PCT.
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Perceptual Control Theory: 
Looking Back, Looking Forward

David M. Goldstein 
(801 Edgemoor Rd., Cherry Hill, NJ 08034)

Looking Back

I fi nally became a pioneer in something! I guess this is what happens if 
you live long enough. Let me put on my coonskin hat and remember.

When I was in graduate school at the University of Connecticut in 
1973 or 1974, Michael Turvey alluded to Bill Powers in one of his grad-
uate perception courses, but he couldn’t really explain how a control 
system works which made any sense to us (or him). Later on, in a pa-
per with Carol Fowler, he revealed his lack of understanding in a clear 
way. I sent Bill a copy of the Turvey and Fowler paper. Bill wrote a 
very long lett er trying to explain where the authors went wrong. They 
never answered. From the exchange between them, I came to appreci-
ate the diff erence between substance and style.

Tom Bourbon got me into this! His students kept asking me how 
Jean Piaget related to Bill Powers, whom I didn’t remember hear-
ing about in graduate school (but actually did). I read Behavior: The 
Control of Perception out of self-defense and became addicted. At the 
time when this happened, I was an assistant professor at the Stephen 
F. Austin State University in Nacogdoches, Texas, and I taught gradu-
ate and undergraduate courses. I also had a part-time private practice 
of psychology.

At that time, I didn’t understand Pa well enough to apply it to doing 
psychotherapy. But I did see how it related to biofeedback therapy. The 
paper which I wrote in Wayne Hershberger’s book summarizes some 
of these ideas.

I invited Bill Powers to talk at SFA, and he accepted! The reaction of 
the other faculty members was really interesting and prett y typical of 
the reactions we have come to expect. Bill’s description of Nacogdoches 
as “the backwater of the world” still sticks in my mind. (How should 
we describe Durango?) Somewhere in the offi  cial records of the SFA 
newspaper is an article describing Bill’s visit. Unfortunately, the video 
tape made of this event was lost.

Corresponding with Bill by mail on diff erent topics has kept up my 
interest in PCT. It takes a long time to understand this PCT stuff ! We 
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used to say “two years.” Perhaps with all the new computer demos, 
books, tapes, etc., it does not take as long. I was amazed by how patient 
Bill was when explaining PCT ideas. I was impressed by the fact that 
he seemed to have thought about most of the questions/issues which 
occurred to me in my fi eld and had come to some conclusions about 
them. His willingness to think about fi elds of knowledge far from his 
own reminds me of the idea of a Renaissance man. These qualities 
have become obvious to all those participating in CSGnet.

The fi rst meeting of the control theory group which I recall att end-
ing was in Philadelphia in 1981. This was actually part of an American 
Society for Cybernetics meeting. I got to meet Rick Marken, and we 
had fun trying to get a computer program to do a pursuit-tracking task 
on my Commodore-64. Rick’s special talents with modeling and his 
colorful personality were apparent even then. I presented a pursuit-
tracking study at that meeting; the research subjects were special edu-
cation students. The data were analyzed with a transfer function ap-
proach devised by Bill. The parameter estimation/modeling approach 
which we use today did not exist then.

I think I att ended all of the annual CSG meetings in Wisconsin except 
for the last one. The following experiences stand out in my memory:

(1)  During one of the meetings, the group name “Control Systems 
Group” came into use and stuck.

(2)  Dick Robertson and I collaborated on applying the PCT approach 
to looking at the self-image. We explored the idea that the self-image 
is a systems-level controlled perception. We were not able to get the 
two papers we wrote on the subject published. One was a research-
oriented approach, while the other one was a theoretical integration of 
the self-concept area. (Dick, should we try Closed Loop?)

(3)  Ed Ford introduced us to the idea of Quality Time for improving 
relationships and took us on some very pleasant long walks. I learned 
about Reality Therapy from him, as well as from Diane Gossen and 
Perry Good. For a while, it looked as though Bill Powers and Bill 
Glasser would make a dynamic duo. But....

(4)  Dick Robertson, Clark McPhail, Chuck Taylor, and I had some 
fun times playing tennis during the aft ernoon breaks.

(5)  I started using the Q-Methodology approach as a statistical way 
to identify a person’s self-image. In fact, we described Bill Powers us-
ing this approach and obtained the diff erent ways in which subgroups 
of people at one meeting viewed him. Bill thought it was an interesting 
“projective technique.” From Bill’s reactions to this, given his lack of 
fondness for statistics, I have come to the conclusion that the inten-
sive study of the individual case is the best chance we have of fi nding 
“facts.” The question Bill always asks: For what percentage of people 

will this statement be true? For what percentage of time will this be 
true of a person?

For this essay, I analyzed the results of the Q-Methodology study. 
Bill Power’s self-image and fi ve diff erent subgroups can be compared 
as follows:

 Group 1  Group 2  Group 3  Group 4  Group 5 
Bill’s self-image (n = 9) (n = 6) (n = 7) (n = 5) (n = 5)
obstinate (+3) yes no no no no
good-natured (+2) yes yes yes yes yes
assertive (+2) yes yes yes yes yes
quarrelsome (-2) yes yes yes yes yes
resigned (-2) yes yes yes yes yes
submissive (-3) yes no no yes no

From the PCT perspective, the group which knows Bill best is the 
one which matches his self-image most closely. This translates to 1, 
then 4, then 2, 3, and 5.

Here, the descriptor “obstinate” was defi ned by the sentence: “It is 
diffi  cult to get me to do something I don’t want to do.” The descriptor 
“submissive” was defi ned by the sentence: “I do what other people 
want me to do.”

The results lead one to think about the relationship between a per-
son’s theory and the person’s self-image. There is obvious agreement 
among the groups in how they perceive Bill, but it seems clear that 
group 1 knows Bill the best, that is, comes the closest to his self-image.

(6)  I started to apply the Q-Methodology approach to therapy cases. 
One such case was writt en up and published in Operant Subjectivity, 
the journal of the Q-Methodology people. A more general look at Q-
Methodology from a PCT viewpoint was also published in this journal 
in a second paper.

The publication of the PCT textbook edited by Dick Robertson and 
Bill Powers provoked me to want to go back to teaching introduc-
tory psychology. I taught one course at Glassboro State College as an 
adjunct. I was allowed to use the Pa book as long as it was supple-
mented with a “standard” one. The reactions of the students were 
interesting. They found PCT understandable but challenging. All ex-
ams were take-home essays, and I have kept the answers for future 
reference.

The creation of CSGnet was the brainchild of Gary Cziko. I fi rst 
heard about it at the CSG meeting which took place in Pennsylvania. 
The net has done wonders by allowing people scatt ered all over the 
country and world with an interest in PCT to talk and learn from each 
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other. It captures the feeling of the CSG meetings in terms of the intel-
lectual stimulation and willingness to listen to people from other fi elds 
of interest.

Unfortunately, a combination of practical factors have made it im-
possible for me to att end the meetings taking place in Durango. I have 
greatly missed them. Thank God for CSGnet and the telephone!

At one point I had become discouraged that the PCT approach was 
so hard to apply to therapy cases. I presented a clinical case on CSGnet, 
aft er which Bill off ered to teach me about the method of levels by ap-
plying it to me. This took place over a number of months. It resulted 
in a more sophisticated methodology for studying self-image than I 
previously had used and persuaded me that PCT had some unique 
contributions to make to therapy.

The “method of levels” plays an important role in PCT psycho-
therapy. It is a way of raising a person’s awareness so that he/she 
can become aware of background experiences (perceptions) to the 
one which started out the conversation. As a result of att ending to 
background experiences, a person’s awareness rises to higher levels 
of perception.

The method of levels is the process that Bill Powers went through 
which resulted in the diff erent levels in PCT. The method of levels is 
a “bott om-to-top” procedure. The therapist starts where the patient’s 
awareness is (“bott om”) and, by looking for background experiences, 
helps to move the patient’s awareness higher (“top”). There is no as-
sumption that the specifi c levels mentioned in Bill Power’s books are 
the ones which will be found for a particular case.

Those who want to see what PCT psychotherapy looks like when the 
specifi c levels are used as the basis of therapy should read Ed Ford’s 
Freedom From Stress. Ed follows a “top-to-bott om” strategy. He has 
people identify the important system-level experiences in their life. 
Then, for each system-level concept, he has them identify the impor-
tant principle-level perceptions which are the means of achieving it. 
Then, for each principle-level perception, he has them identify the im-
portant program-level perceptions to achieve a given principle-level 
perception.

For the past several months, Bill Powers has been doing the method 
of levels with me. We have communicated using e-mail. Here are some 
of the things I learned as a result of doing the method of levels with 
Bill. I was the “patient” and Bill was the “therapist.” We went through 
two rounds of the method. One start-off  topic was my reaction to the 
method of levels as I understood it. The second start-off  topic was my 
reaction to the experience of playing tennis. Here’s what I learned:

(1) Each statement which the patient makes has potential back-
ground experiences which the therapist can ask the patient to address. 

For some reason, I used to think that the background experiences 
would only show up aft er rather large segments of conversation. Each 
statement goes into and through the therapist, who is looking for back-
ground experiences along with the patient.

When Bill and I were doing the method of levels, the notational con-
vention emerged to put the background material in brackets. (Like this.] 
Bill started doing this. Then, when I was writing my e-mail post to him, 
I would put background experiences which I noticed in brackets as I 
became more sensitized to what a background experience was like.

(2)  The background experience feels more like an observation than 
an inference. I got the best results if I could observe the feeling or 
thought which was in the background. It did not feel as if I drew a 
conclusion or made an inference. It felt as if I made an observation. 
This helped to give me confi dence that the background experience was 
something which was just as real as the topic which started the conver-
sation. Prior to doing this method-of-levels exercise, I had my doubts 
about the reality of the background experience.

(3)  The therapist is much more active in identifying the background 
experience than I understood to be the case from Bill’s general descrip-
tion of the process before we did the exercise. I don’t think that, in 
most cases, the patient will be doing this on his/her own, at least in 
the beginning. As the process goes on, the patient does become bett er 
at identifying background stuff . The therapist identifi es a background 
experience for the patient and asks if the patient wants to address it, or 
prefers a diff erent topic, or prefers to continue on the same topic.

The length of the therapist’s answer makes a big diff erence. If it is 
too short, the patient feels alone in the enterprise. If it is too long, the 
patient is focusing too much on the therapist.

(4)  The identifi cation of a background experience feels a lot diff er-
ent than receiving an interpretation. Bill and I wound up calling this 
more traditional approach to therapy “psychologizing.” The result of 
psychologizing was that I felt annoyed to have to address stuff  which 
seemed to come out of the blue from Bill. When we were follow-
ing the method of levels, I felt as though I was addressing my stuff . 
Psychologizing reliably resulted in blocking the fl ow of the conversa-
tion and progress. I am sure that giving interpretations has useful roles 
in therapy, but I am more aware of the negative side-eff ects it can have 
than I was before the exercise.

(5)  The method of levels is not as abstract or diffi  cult to do as I had 
thought. In fact, I observed that really good ordinary conversations 
sometimes follow the method of levels. One person says something. 
The other person tunes into the background stuff  and addresses it. I no 
longer believe it is restricted to highly intelligent, verbal adults who 
are intellectually oriented. In fact, since the therapist meets the patient 
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wherever the patient’s awareness is located, it probably is applicable 
to any age group for which other verbal therapy approaches would 
be att empted. The therapist has to be willing and able to adjust to the 
state of the patient.

(6)  There are no fi reworks emotionally or intellectually when the 
level of awareness is raised. The changes feel much more subtle. The 
patient is not transformed into someone who the patient never was. It 
is true that the patient might become aware of stuff  of which he/she 
was formerly unaware. As I went up levels, the feeling aspects of the 
experience seemed to diminish in intensity. At the lower levels, the 
feelings were stronger and more salient parts of the experience.

(7)  I did become aware of an internal confl ict. Becoming aware of the 
confl ict did not result in the immediate resolution of the confl ict. I did 
give myself a daily assignment which I carry out to help me resolve 
the confl ict. I did not previously identify this internal confl ict. I can 
see how it has resulted in some signifi cant inconsistencies in the way 
I am/behave. If this were a real therapy session, the therapist would 
probably have to spend time helping the patient fi gure out ways to 
resolve the confl ict, once it was identifi ed.

(8)  The end result of the exercise was to start to examine my self-im-
age. When we got to this point, the method of levels was more diffi  cult 
to apply. It was here that I decided to continue the exploration on my 
own and that the joint exercise has stopped. I am now applying the 
self-image exercise procedure, based on PCT ideas, which I presented 
at the last CSG meeting I att ended.

Recently, I have applied a more sophisticated version of the Q-
Methodology studies, taking into account some of the criticisms ex-
pressed by Bill and other CSG people. Instead of using items consisting 
of single words drawn from a standardized set, I use sentences unique 
to the person being studied. And I resurrected the how/why technique, 
which I had presented at one of the CSG annual meetings, to have the 
subjects take each sentence and generate meaningfully related sen-
tences. All of the sentences created became the universe from which a 
smaller set of sentences, about 20 to 50, would be chosen for the sort.

A second innovation is the way I have been selecting “conditions of 
instruction”—the sorting instructions given to the subject whose self-
image I am studying. The conditions of instruction are chosen so as to 
sample as widely as possible from the diff erent emotionally packed 
episodes which have been discussed in therapy. For example, I might 
instruct a patient, “Describe the way you are at the time of your di-
vorce.” Or, “Describe the way you are when you are riding your bi-
cycle.”

The interesting thing about the in-depth self-image studies I have 
conducted so far is that multiple self-images have emerged. It might 

be “normal” to be multiple. However, at a level “above” the multiple 
self-images in most people (even people with multiple personalities), 
there is a single “observer” self with many of the characteristics of the 
reorganization system. I hope that one of these therapy case studies 
will see the light of day in a journal.

For the past three years, I have been the Clinical Director in an ado-
lescent residential treatment center in New Jersey. For the fi rst time, 
I have been able to apply PCT ideas on a wider basis than in private 
practice or the classroom. From this experience, I am beginning to learn 
how to “soft -sell” PCT to clinicians who have diff erent viewpoints and 
to others. I have introduced ‘Post-Critical Incident Counseling,” which 
is PCT-based, brief (15 to 30 minutes), and fi lls the gap between our 
behavior-modifi cation-based point/status system and the traditional 
therapies.

Looking Forward

Now I’ll exchange my coonskin hat for my herbal tea leaves (no caf-
feine, please), with which I shall forecast the future with unerring ac-
curacy.

Closed Loop will become a “real” journal. This seems to be happen-
ing already. The participants on CSGnet do not seem to be at a loss 
for words. I see more and more PCT research being done. People of 
the PCT persuasion will become more and more involved in following 
their own hunches. They will become less self-conscious and defensive 
and feel less of a need to persuade others of the merits of PCT. The re-
search will speak for itself and att ract others. People from all walks of 
study will want to publish in the Journal of Living Control Systems. PCT 
will become the equivalent of the universal language in Hesse’s Glass 
Bead Game (Magister Ludi).

The PCT approach will be applied at the biochemical level. Advances 
in genetics research will combine with PCT ideas. A perceptual signal 
is “a copy of” a reference signal, just as DNA can create copies of itself. 
Do we have control systems operating in the genome? Bill Powers is 
already working with one person in this area. It is very exciting!

In the tea leaves, I see a set of neuropyschological tests based on 
PCT ideas. The levels of the control system hierarchy are calling out 
for someone to make them into a set of tests and, at the same time, test 
some of Bill’s ideas about levels and relationships among levels.

A PCT research institute will be established.
PCT tasks will be utilized in research studies even by non-PCTers. 

They will be impressed by the ability to predict performance in tracking 
tasks. This will become a tool which they will use, and they will relate 
the performance tasks to all kinds of things which PCTers wouldn’t.
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PCT methodology will become more accepted and refi ned. The in-
tensive study of the individual case will become the way to go. Unlike 
behavior-modifi cation people, PCT people will study controlled 
perceptions. The methodology of researchers and clinicians will be 
merged into one new scientifi c approach when studying living control 
systems.

I’ll write a book on the PCT approach in clinical psychology. 
Preliminary title: Everything I Know about Psychology 1 Learned in 
Kindergarten or aft er Graduate School. (There is something in me which 
wants to see merit in what non-PCTers have done and are doing. This 
results in my being less pure than some other PCTers. Oh, well!)

New people will take over part of the functions which Bill Powers 
has been doing all by himself for all of these years. Fortunately for us, 
Bill has longevity in his family. However, with all of the “young Turks” 
coming on board, he will gladly let go of some of his functions. His 
wiseman function will, however, be retained.

The PCT approach will become widely known: I see PCT as being the 
approach of the future. We have a common language in terms of which 
people from a diversity of fi elds can talk to each other.

Bill Powers will live to 100+, will give a keynote invited address at 
an American Psychological Association annual conference, and will 
be recognized as the one of the greats in psychology. Finally, Bill will 
receive the recognition he deserves from the old guard. The history of 
psychology will become divided into pre- and post-PCT—BC and AC, 
for short.

And we all will live happily ever aft er. The people of the world, start-
ing with parents, will stop trying to use brute force to control other 
people. We will all become very sophisticated at peaceful ways of con-
fl ict resolution.

Perceptual Control Theory at 40

William T. Powers 
(73 Ridge Place, CR 510, Durango, CO 81301)

As this issue of Closed Loop is the fi rst one carrying the subtitle 
Journal of Living Control Systems, readers encountering our approach 
to this subject for the fi rst time might need an overview of perceptual 
control theory (PCT) to get started. So this paper will be Yet Another 
Introduction to PCT. I will slant it, however, toward those coming 
into to this subject from the physical sciences; the relationship of PCT 
to physical approaches has been discussed at some length lately on 
CSGnet.

Rather than just reviewing the history or the principles of PCT, I’ll 
try to develop an argument that leads from conventional views of be-
havior to the new view that PCT gives us, emphasizing in the end the 
odd role that organisms, seen through the eyes of PCT, play in a world 
otherwise dominated by physical laws. The point will be to show that 
control theory provides us with the germ of a radically new under-
standing, a break with all traditional theories of behavior—and many 
new ones as well. The future progress of PCT depends on understand-
ing just how diff erent a view of behavior we get by understanding the 
logic of control, the logic of a controlling organism’s relationship to its 
environment.

The Etiology of Perceptual Control Theory

All living systems are sensitive to their environments; all act on their 
environments. This is ancient knowledge. The puzzle presented to the 
behavioral scientist is only how that sensitivity becomes converted 
into action. What are the rules, if any?

The most obvious and straightforward scientifi c approach to this 
question was realized long ago. In the physical sciences, if you want to 
know the properties of an assemblage of matt er, you apply experimen-
tal forces and other infl uences to the object and observe what it does 
as a consequence.

In the worlds of physics and chemistry, this is a relatively easy task. 
Objects tend to be simple and have few properties; they are normally 
homogeneous or made of simple repeating units. It is not hard to make 



6766

sure that experimental eff ects on them are the only eff ects of any im-
portance. All similar objects made of the same materials behave in es-
sentially the same way, and they will continue to do so no matt er how 
many times an experiment is repeated—in fact, measurements of prop-
erties can be almost indefi nitely refi ned by repeating them. A physical 
or chemical experiment can be clearly described and can be replicated 
by anyone who wishes to check the results. The reasoning about the 
meaning of an experiment can be communicated in clear and formal 
language, and even the reasoning process itself can be made public by 
being expressed in mathematical terms that anyone can learn. The his-
tory of a material object is entirely expressed in its present condition; 
the path by which it got into that condition is irrelevant, and only the 
current environment is of any importance in determining what will 
happen in the future to that piece of matt er.

These confi dence-building thoughts about the physical-science ap-
proach were, of course, tried out on organisms. The results were any-
thing but confi dence-building. A behavioral scientist reading the pre-
ceding paragraph might well experience mounting despair and envy 
of the physicist. While it is true that organisms are made of matt er and 
must therefore obey all of the laws of physics and chemistry, it is not 
true that they are homogeneous or made of simple repeating units. 
They are, in fact, immensely more complex internally than the objects 
studied by physicists and chemists. They are too sensitive to their en-
vironments for any scientist to be sure of having control of everything 
important that happens to them. Not only are they sensitive, but they 
adjust themselves internally to external circumstances. It is not pos-
sible to perform the same experiment over and over on an organism to 
refi ne measurements of its properties—just imagine giving the same 
physics test over and over to refi ne a determination of a student’s state 
of knowledge of physics, or giving a weight-lift ing test to an athlete, 
day aft er day, to refi ne measurements of the athlete’s strength.

The initial att empts to apply the methods of physical science to or-
ganisms were moderately successful at answering questions about 
perception. When the same methods were extended to the study of 
behavior, the results were not so encouraging—in comparison with ex-
pectations, they could only be called failures. Organisms were so sub-
ject to unpredictable infl uences, it seemed, that extraordinary precau-
tions had to be taken to eliminate unwanted and unpredicted behav-
iors. This seemed at fi rst to be a technical problem, to be overcome by 
greater att ention to controlling the environment during experiments. 
As the years went by, however, it became apparent that no amount of 
att ention to detail was enough. Not even the simplest phenomenon, 
such as a blink of an eye in response to a puff  of air, could be made to 
occur with complete reliability. More complex behaviors simply went 

all over the map. The dream of creating “Newton’s laws of behavior” 
was apparently unatt ainable.

This did not cause a loss of faith in the methods of physics. Most be-
havioral scientists continued to assume that behavior was created by 
environmental infl uences. This assumption led to an att empt to fi nd 
suggestions of regularity in behavior through statistical means, and 
then to a conclusion that this was the only possible means of exploring 
behavior, because behavior is inherently variable. The basic concept 
was retained: what organisms do is caused by what is done to them 
by the surrounding environment. But the requirements for formal lan-
guage, public means of reasoning, ability of anyone to reproduce re-
sults, and refi nement of measurements by continued experimentation 
were mostly impracticable. Despite the failure of the physical-science 
approach, the assumption was that the failure of organisms to behave 
as predictably as planets was due to technical diffi  culties, not errors in 
basic principles. The alternative conclusion, that something was wrong 
with applying the physical principle of cause and eff ect to the behavior 
of organisms, was simply not considered.

This alternative eventually came into play by a roundabout path.
Control theory was invented by engineers of the 1930s trying to build 

devices that would behave like human beings carrying out a specifi c 
kind of task: a control task. Even though the engineers did not real-
ize it (many still do not realize it), the concept of control introduces a 
new principle, one that denies the basic idea that organisms do what 
the environment makes them do. While cause and eff ect still work in 
control theory as anywhere else, the organization of a control system 
creates apparent cause-eff ect dependencies that are diff erent from the 
actual ones. Part of understanding control processes in organisms is 
the understanding that conventional cause-eff ect interpretations can 
be more misleading than informative.

Organisms are sensitive to their environments, and they act on their 
environments. The old assumption was that the sensing was the prima-
ry process, with the acting following from it. But that is an arbitrary as-
sumption. It is just as plausible to assume that the acting is the primary 
process, and that the sensing, at least in certain critical regards, follows 
from the acting. It is even more plausible to say that sensing and act-
ing are processes that go on simultaneously, in continuing streams that 
can’t be clearly separated into cause and eff ect. This is basically what 
the inventors of control theory discovered: a type of system in which 
behavior aff ects the inputs on which behavior appears to depend. This 
is the type of system they had to use to imitate the human behavior 
called controlling.

This discovery led eventually to cybernetics, which endorsed this 
concept of closed causation without exploring more than its general 



6968

philosophical implications. Years had to pass before more detailed im-
plications came to light. Still more years had to pass before the basic 
concepts of control theory could be boiled down to a systematic model 
of control behavior—now called PCT—that could replace the old sys-
tematic cause-eff ect model based on the approach of physics.

The basic diff erence between the physical approach and that of con-
trol theory is that the physical approach deals with properties of ener-
gy and matt er, while control theory deals with the properties of particu-
lar organizations of energy and matt er. George Herbert Mead pointed 
out early in this century that physics doesn’t deal with forms, with the 
entities into which we divide the world of experience. The physicist 
explores what is the same between a horse-cart and an ox-cart. The sys-
tems approach is concerned with what is unique to each vehicle, with 
diff erences in behavior brought about not by the diff ering physical or 
chemical composition of diff erent objects, but by the diff ering organi-
zation of forms made of the same materials diff erently arranged.

It stands to reason, therefore, that physical laws will have a diff er-
ent signifi cance when seen in the context of an organized system. We 
can admit that they make the behavior of the system possible, without 
also admitt ing that they explain the behavior of the system. Physics and 
chemistry can explain how it is that a neural signal liberates energy 
that causes a muscle fi ber to contract, and how it is that this contrac-
tion leads to accelerations, velocities, and positions of limb segments 
connected to a joint spanned by the muscle. But they can’t explain how 
it is that this signal arises under just these circumstances to reach that 
particular muscle. Physics and chemistry can’t even be applied until 
the organization is specifi ed. It is at the level of organizational under-
standing that control theory confronts older conceptions of the organi-
zation of behavior in living systems.

The Phenomenon of Control

I am going to avoid semantic arguments about what “control” really 
is. I will use the term in a particular sense; if others interpret it in a dif-
ferent sense, they will have diffi  culty following this exposition. I use it 
in this sense: A system is said to control a variable if it acts on that vari-
able, in the presence of other unpredictable infl uences of comparable 
size on the same variable, so as to maintain the variable in an arbitrary 
state. The “arbitrary state” might mean a state of constancy, or any 
arbitrary patt ern of change. The critical aspect of this defi nition is that 
physical infl uences that normally account entirely for the state of the 
variable are no longer eff ective, while the action of the control system 
causes the variable to behave independently of those other physical in-
fl uences. When that is true, the variable is called a controlled variable.

The fi rst important fact about control to notice is that the controlled 
variable is being acted upon by many forces, only one of which is at-
tributable to the control system. The driver of a car can apply a lateral 
force to the front end of a car by turning the steering wheel. But there 
are many other infl uences that create forces acting laterally on the car 
at the same time: crosswinds, bumps in the road, tilts in the roadbed, 
unevenly infl ated tires, and asymmetries in the aerodynamics of the 
car’s shape, to mention a few.

If we observe, as we commonly do, that the path of the car does not 
follow strictly from the sum of all of the external forces acting on the 
car’s mass, we can only conclude that it is the driver’s contribution that 
makes the diff erence. If we see the car moving in a straight line, we 
can only conclude that the sum of all forces, including the one that the 
driver can alter, is zero.

So, if any of the external infl uences is seen to vary, but the path of the 
car does not vary as Newton’s laws and engineering principles would 
predict, we have to deduce that the driver must be producing a varying 
force that just cancels the sum of the external forces. Indeed, we can ob-
serve the driver continually making adjustments of the steering wheel 
angle, while the car continues in a straight, or very nearly straight, line.

Likewise, if we observe the car moving along a smooth curve, but 
we see that the sum of all extraneous forces would tend to make it 
move along some other path, we can deduce that the varying forces 
created by the driver add just enough more force in just the right way 
to produce the curved path. If we see the car moving along a straight 
expressway, then turning off  to take an exit ramp, then making other 
turns until it ends up parked in a parking lot, we can be quite sure that 
normal external forces would not have made the car follow just that 
path (an easily tested assumption). We can be sure that the varying 
forces created by the driver’s motor actions on the steering wheel must 
have been exactly those necessary to add to the natural forces to create 
this overall result.

To anyone accustomed to normal physical or engineering analyses 
of the motions of objects, there must be a jarring note in this account. 
What is generally done is to observe all of the independent contrib-
uting forces and the initial conditions, and then to deduce through 
physical laws what the resulting motion must be. The driver’s steering 
forces and the external forces due to winds, road tilts, and so forth sim-
ply occur as they occur, and the car’s path is the outcome.

But here we are speaking as if one of the determining forces, the 
varying force being generated by the driver, is being adjusted so as to 
create a preselected outcome. Instead of the outcome varying randomly 
as the unrelated applied forces make it vary, the outcome conforms to 
some predetermined patt ern. One of the causal forces which adds to 
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the other forces continually changes in just the way needed to maintain 
that patt ern. We would appear to be saying, and we are in fact saying, 
that the outcome we observe is being produced on purpose.

The vast majority of behavioral scientists has always rejected this 
interpretation. When the concepts of PCT were fi rst being developed, 
this resistance was massive and almost universal (it is considerably less 
today). To say that outcomes are produced intentionally has seemed to 
most scientists to call for a reversal of cause and eff ect, or for giving the 
future an eff ect on the present. Many have argued that if all of the causal 
infl uences are known, the outcome must be whatever it is, and to call it 
“intentional” adds no explanatory power. Clearly, the outcome is an ef-
fect of converging causes, not a cause of the converging causes. Even if 
behavior does seem to entail intended outcomes, a scientist must stick 
to normal cause and eff ect, and fi nd some other explanation.

There have been centuries of att empts to fi nd some other explanation. 
But prior to the advent of control theory, all other explanations, we now 
know, were spurious. Even now there are many who strongly resist ad-
mitt ing that outcomes are indeed intended, and that organisms are the 
loci of these intentions. This resistance is misplaced, because now we 
can explain exactly how it is that an outcome can be controlled.

How Control Works

Once again: All living systems are sensitive to their environments; 
all act on their environments. So far we have talked only about actions 
and other physical infl uences on the environment. To see how control 
works, we must now talk about how organisms sense their environ-
ments.

Sensing is a process by which an external variable comes to be repre-
sented as a neural (or chemical) signal inside an organism. This looks 
like normal physical causation, but it is not like most causal processes. 
There is amplifi cation involved. Metabolic processes in an organism 
maintain the sensing nerve-endings in hair-trigger states of readiness 
to fi re. Only a tiny added stimulus is needed to cause a neural impulse 
to be generated, and metabolic processes instantly restore the sensor 
to the brink of fi ring again. So a small continuing stimulus causes the 
sensory nerve ending to fi re again and again, at a frequency that cor-
responds to the amount of stimulation. The signals that leave the nerve 
ending involve the expenditure of many times the energy that causes 
the sensory ending to fi re, nearly all of the energy being supplied from 
stores within the organism itself.

These neural signals can be further amplifi ed, and eventually they 
can be routed to eff ectors such as muscles that provide a fi nal am-
plifi cation up to levels that can have signifi cant eff ects on physical 

processes in the environment. The result is that organisms can create 
physical forces of large magnitudes which are produced without any 
signifi cant reverse eff ect on the physical variables being sensed. This 
creates a novel relationship between the organism’s output forces and 
other physical processes.

I remember inventing my fi rst perpetual motion machine, at the age 
of perhaps 12. I had read that a certain kind of motor could be used 
either as a motor or as a generator. So I thought of putt ing fan blades 
on two of these motors and using one to blow air onto the other, the 
idea being that the generator would supply the current needed to run 
the motor while the motor supplied the wind that would run the gen-
erator. It took a few more years of education to realize that one has 
to think of physical processes quantitatively, not just qualitatively. 
It makes a diff erence how much air can be blown, and how much cur-
rent can be generated, and how fast the driving fan can be spun by the 
available current. High school physics was enough to show me the 
embarrassing truth: that in physical systems, there are balances that 
are maintained: balances of forces, of momenta, and of energies. The 
world studied by physicists is rigorously constrained by these balanc-
es, these conservation laws. You can’t get any more out of a physical 
system than goes into it. This is how I and most other people learned 
to think about physical processes.

This is also true of organisms, of course. No more energy comes out 
than goes in. But the energy that goes in is of a diff erent form from the 
energy that comes out it is the chemical energy in food and air, ob-
tained independently of the physical processes involved in behavior, 
and stored for future conversion into actions. So when an organism, 
a person, comes across some natural physical process in its environ-
ment, it is in a position to throw a monkey-wrench into the machinery 
by spending some of its store of energy.

Let’s switch examples now. Suppose a person sees a fat child and a 
thin child sitt ing on opposite ends of a teeter-tott er. The end with the 
fat child on it is, of course, on the ground, and the thin child is high in 
the air. The upward force of the ground on the fat child’s side, plus the 
upward force from the thin child pressing down on the other end, just 
equal the fat child’s weight. The physical system is in equilibrium.

Now the person places a hand on the thin child’s end of the teeter-
tott er and pushes down, spending a bit of metabolic energy from the 
last few days’ meals and several thousand breaths of air. The thin child 
descends and the fat child rises. If the amount of downward push fol-
lows a certain law, the teeter-tott er will end up horizontal and station-
ary again.

What is the required law? If the force applied is large when the fat 
child is low and small when the fat child is high, with a continuous 
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transition between the two states, there will be one state in the middle 
where the force is just right to bring the teeter-tott er to the horizontal 
with all forces in equilibrium. But what could make the force applied 
by this helpful person follow that law?

Suppose we tried to mechanize this eff ect. When the fat child’s end 
goes down, a cable pulls a weight at the center of the teeter-tott er to-
ward the thin child’s end, and vice versa. The history of perpetual mo-
tion machines is full of such clever devices. All such devices, however 
intricate and devious their designs, fail because you can’t get more out 
of a physical system than went into it.

But the person helping balance the teeter-tott er is exerting a force of 
just the right amount without any linkage from the teeter-tott er that 
produces that force. The only link from the teeter-tott er to the person 
is through the person’s visual sense, which registers the angle of the 
teeter-tott er as feeble neural signals inside the person’s brain. This re-
quires only intercepting some of the light refl ected from the physical 
apparatus and the children, a process that supplies only an infi nitesi-
mal amount of energy to the person and exerts no measurable force at 
all, either way.

The neural signals that now represent the angle of the teeter-tott er are 
further amplifi ed, and they fi nally enter muscles where the greatest (by 
far) amplifi cation of all occurs, producing a force that acts downward 
on the teeter-tott er. This force is greatest when the fat child is accelerat-
ing upward, smallest when accelerating downward. Stored energy is 
used by the person in applying the force to the moving teeter-tott er. 
That’s vital; none of this could work without the independent source 
of energy that comes from the eggs and roast beef and peanut butt er 
sandwiches that the person has been eating.

What happens in the end is that the neural signals representing the 
angle of the teeter-tott er come to some particular state representing the 
horizontal position, and the force applied to the teeter-tott er is just the 
diff erence in weight of the two children. The physical system is now 
being maintained in a state far from equilibrium, but if you include 
the helpful person in the physical system, everything is in equilibrium 
again: forces, momenta, and energy inputs and outputs.

The factor that determines where this equilibrium will occur is now 
in the person, not the external physical system. There is some particu-
lar condition of the sensory signals that corresponds to the observed 
equilibrium. If the sensory signals indicate a deviation from this con-
dition, the force will either increase or decrease in the direction that 
tends to restore the equilibrium. The rule is simple: if the angle slopes 
downward toward the fat child, increase the force; if upward, decrease 
it. This rule, which is applied inside the brain of the person, is what 
determines the equilibrium point.

There’s one more factor to consider. The person balancing the teeter-
tott er might decide to maintain the board at some angle other than 
horizontal. This amounts to redefi ning the condition of equilibrium. In 
a control system model, this is done by providing an adjustable refer-
ence signal against which the signal representing angle can be com-
pared. This occurs inside the person’s brain. The fi nal amplifi cation of 
signals that drives the muscles is applied to the diff erence between the 
reference and sensory signals, so the opposition to even small devia-
tions from equilibrium can be very strong.

With the addition of the variable reference signal, the person can 
now cause the teeter-tott er to behave in any arbitrary way at all, as 
long as the available muscle forces are large enough and the person 
doesn’t exhaust the stores of metabolic energy. As the reference signal 
varies, the teeter-tott er’s angle varies in exact correspondence. It can be 
made to vary regularly or irregularly, quickly or slowly, with or with-
out a child sitt ing on either end—or not at all, even though the children 
climb on and off  the board. The angle of the teeter-tott er is now com-
pletely determined by a reference signal inside the person’s brain, and 
the normal physics of the teeter-tott er is totally overridden. The person 
is inserting extra force, extra momentum, and extra energy—whatever 
is required to make the desired behavior appear.

This same analysis could have been applied to the driver of the car. 
The lateral position of the car is represented in the driver’s brain as 
some sort of neural signal. Another neural signal, a reference signal, 
specifi es the lateral position that is to be maintained, and amplifi cation 
of the diff erence between the two signals produces muscle forces that 
act on the car to make its lateral position, as sensed, match the speci-
fi ed position. Varying the reference signal will then cause the lateral 
position of the car to change in a parallel way, independently of other 
forces acting on the car. The normal physics of car motion is overrid-
den; external forces lose their determining eff ects.

Organisms in Control

In the world of physics, there are physical objects linked to each 
other by properties of the environment and physical laws that cause 
the behavior of one object to depend on the behavior of other objects. 
Even in the most complex of physical systems, there is a kind of natu-
ral bookkeeping that accounts for all of the interactions. The sum of 
all forces acting on and inside the system, counting both actions and 
reactions, is zero. The sum of all changes in energy content, including 
energy inputs from outside and energy outputs to the outside, is zero. 
All momenta add up to zero, or at least a constant.

If we want to make one variable in a physical system depend on 



7574

another one, the normal approach is to establish a physical link. This 
link connects forces from one object to another object, which involves 
transfers of energy and momentum and sometimes fl ows of matt er. 
The new link participates in the balances of the system; it can generate 
no new energy, and it can create no unbalanced forces. The aff ected 
object is in physical equilibrium with the aff ecting object. If A is push-
ing on B through the new linkage, then B is pushing back on A with 
exactly the same force.

An organism is, of course, a physical system subject to all of the same 
laws and balances. But the organism can create linkages among objects 
in its environment which, at fi rst glance, seem to violate physical prin-
ciples.

First, the organism can move about in its environment and dispose 
itself to create forces on many diff erent objects in many diff erent ways. 
This means it is in a position to aff ect objects that are not normally af-
fected by such actions.

Second, the organism can orient its sensors to create internal signals 
representing many aspects of physical objects around it. The visual 
sense is particularly potent in this regard: simply by looking in diff er-
ent directions, the organism can create internal signals that stand for 
the states of objects in many diff erent ways: their position, velocity, 
size, color, relation to other objects, shape, and so forth. It can do this 
without aff ecting those objects in any measurable way.

As a result, an organism can position its muscles and limbs, and 
its sensory apparatus, in ways that create arbitrary linkages between 
the objects it can sense and the objects to which it can apply forces. 
Furthermore, because of the high amplifi cation that takes place inside 
the organism, this linkage can be made one-way—that is, one object 
can be made to aff ect another object without being aff ected by the re-
verse path through the same link. There is a violation of the normal 
energy balance in the physical system, because any normal physical 
link would require energies, forces, and so on to remain in balance.

The unbalances are made up by the organism from its internal ener-
gy stores, and from the way it braces itself against the world as it exerts 
forces. If we consider the physical environment and the organism as 
a single system, there is, of course, no violation of any physical prin-
ciples. The point, however, is that the physical environment linked to 
an organism can no longer be treated as if no organism were present.

Consider the car and driver again. With no driver in the car, but with 
the car rolling along the road, physical infl uences on the car can be cal-
culated according to normal physical principles. From the speed and 
direction of the wind and the aerodynamic properties of the car, the 
wind force acting on the car can be calculated. Similarly, forces arising 
from tilts and bumps and soft  tires can be calculated. All of these forces 

can be added up, and their eff ects on the car can be computed. From 
these forces and the properties of the car and road, the motion of the car 
can be computed with, in principle, as much exactness as we please.

But now put a driver in the car. Suddenly, the path of the car ceases 
to follow from the sum of all external forces and the properties of the 
car and the road. Instead, we fi nd that a new physical linkage has been 
created. Now when the wind blows and the road tilts, the result is a 
movement of the steering wheel which prevents the car from obeying 
the physical laws that previously applied.

Even more important, we fi nd that the physical linkage that has been 
created is not between the steering wheel and the wind or the tilt of the 
road, but between the steering wheel and the lateral position of the 
car. What the driver is sensing is the outcome of all of the applied forc-
es (which now include the eff ects of turning the steering wheel). The 
driver watches the visual appearance of the hood of the car against the 
road ahead and acts to maintain that visual appearance in a specifi ed 
state (either constant or changing in a specifi ed way). The only thing 
that gives the car’s lateral position an eff ect on the path of the car is the 
fact that the driver is sensing that lateral position, internally specifying 
an intended state for that perception, and producing steering forces 
based on the diff erence between what is actually sensed and what is 
intended to be sensed.

From outside the driver, this critical perceptual linkage is invisible, 
undetectable in terms of any changes in the physical world. Nothing 
in the world changes measurably because of being sensed. Nothing 
in the physical outside world indicates the driver’s internal reference 
signal that specifi es the intended state of the perception. As far as any 
external measurements are concerned, the force that turns the steering 
wheel has no observable external physical cause. It is an arbitrary force 
generated for no physically observable reason.

The strangest thing about this force is that aft er it is added to all of 
the other independent forces that are applied to the car at the same 
time, the result is an outcome that is repeatable with great accuracy 
for long periods of time, even if the external forces change and even if 
there are changes in the properties of the car and the road. When all of 
the external forces change, the outcome does not change; instead, the 
remaining force applied to the car changes in just the way that keeps 
the outcome the same. The cause changes in order that the eff ect be 
preserved.

An organism can att end to any perceivable aspect of the environ-
ment. If the forces that the organism can generate are comparable to 
the external forces that exist at the same time, that aspect of the envi-
ronment can be made to conform to the organism’s intention for it, and 
to cease behaving as the natural forces on it would otherwise dictate. 
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The actions of the controlling organism supersede the physical laws 
that normally govern that part of the environment, in the respect that 
the organism is controlling.

Conclusions

Organisms are physical systems, and they exist in a physical world. 
But the laws of physics do not explain their behavior or its eff ects on 
the physical world. Organisms force the world around them into high-
ly improbable forms, states of motion, and organization, and they act 
in a way that keeps normal physical forces from having their normal 
eff ects. It is organization, not physics, that explains how they do this.

To understand human behavior in these new terms is to seek a kind 
of explanation completely diff erent from what behavioral scientists, 
modeling their approach aft er physics, have sought. This is what PCT 
is about, and where its promise for the future lies.

The Control Systems Group is a membership organization which 
supports the understanding of cybernetic control systems in organ-
isms and their environments: living control systems. Academicians, 
clinicians, and other professionals in several disciplines, including 
biology, psychology, social work, economics, education, engineer-
ing, and philosophy, are members of the Group. Annual meetings 
have been held since 1985. The CSG Business Offi  ce is located at 73 
Ridge Pl., CR 510, Durango, CO 81301; phone (303) 247-7986.

The CSG logo shows the generic structure of cybernetic control 
systems. A Comparator (C) computes the diff erence between a ref-
erence signal (represented by the arrow coming from above) and 
the output signal from Sensory (S) computation. The resulting dif-
ference signal is the input to the Gain generator (G). Disturbances 
(represented by the black box) alter the Gain generator output on 
the way to Sensory computation, where the negative-feedback km/ 
is closed.
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From the Editor

Nobody sent any new papers for publication in this issue of Closed 
Loop, despite my impassioned plea in the last issue, so I have reprinted 
an old paper—so old that it is now in the public domain, and its au-
thor is long dead. “What Is Man?” was envisioned by its author as 
a serious treatise on psychology. It originally appeared in 1906 as an 
anonymously published and privately printed volume with a press 
run of only 250 copies. It was most certainly not a best-seller. In fact, it 
was virtually ignored until two days aft er the death in 1910 of the fa-
mous humorist Samuel L. Clemens, when the New York Tribune ran an 
article announcing that it had been penned by none other than Mark 
Twain himself. Since then, various commentators and critics have oft en 
suggested either a central or an ephemeral place for “What Is Man?” in 
the Clemens canon, with no consensus opinion. But there is no ques-
tion about the way Clemens viewed it: he was determined—despite 
the protestations of his wife—to present its arguments to several of the 
most infl uential thinkers of his era, and he termed “What Is Life?” his 
“Bible” and “gospel.”

When I serendipitously came upon “What Is Man?” a few years 
ago, I was immediately fascinated by the apparent parallels between 
certain ideas expressed in that work and certain tenets of perceptu-
al control theory (PCT). Some of these parallels should be evident if 
“What Is Man” is considered in the light of the other article in this is-
sue, adapted from CSGnet postings. In that article, Rick Marken and 
Bill Powers address, from the standpoint of PCT, issues of human au-
tonomy and responsibility similar to those central to the dialogue in 
“What Is Man?”

In nontrivial ways, the PCT position appears to me to be close to 
that of Twain’s Old Man: humans are machines acting according to 
hereditary (for Twain, “temperament”) and environmental infl uences 
(perhaps overstressed by Twain at times), and not according to an un-
constrained free will responsible only to the whims of a transcendent 
Self or Soul; there are no purely unselfi sh or altruistic actions, only 
actions which lead to inner satisfaction (of perceptual reference states, 
PCTers would quickly add); human behavior is not fundamentally dif-
ferent from the behavior of other animals, but humans—sometimes 
because of inadequate psychological models!—have oft en used their 
more highly refi ned abilities in ignoble ways impossible for “lower” 
animals. There are substantial diff erences as well, mostly due to the 
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closed-loop basis for PCT: organisms are machines of a far diff erent 
sort than Twain suspected. Despite its defects, I value “What Is Man?” 
as an intriguing and entertaining exploration of human psychology 
which should be especially interesting to PCTers because in some 
places it almost reads like a parody of PCT. I even suspect that Samuel 
Clemens would have wanted to join the Control Systems Group, had 
he lived long enough! Perhaps his well-documented long-term error 
signals with regard to the “damned human race” would have been as-
suaged if he had only known that PCT was going to appear?

I welcome comments from anyone with error signals of their own re-
sulting from my inclusion of “What Is Man?” in this journal. Any and 
all contributions will be considered for possible publication in a future 
Closed Loop. (Yes, you guessed it. I will indeed go to great lengths to 
incite you to write something for Closed Loop, even if that something is 
vitriolic.)

For the copy-text of “What Is Man?” I used What Is Man? and Other 
Essays, fi rst published in 1917 by Harper & Brothers (New York). I am 
heavily indebted to Dag and Christine Forssell for providing me with 
a computer-readable version. An amended version of the text, includ-
ing manuscript sections not previously published, was edited by Paul 
Baender and published by the University of California Press in 1973 
in “What Is Man?” and Other Philosophical Writings. Below is a list of 
selected references for those interested in learning more about the his-
tory and critical reception of “What Is Man?”
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What Is Man?

Mark Twain (1835 - 1910)

I

a. MAN THE MACHINE. b. PERSONAL MERIT

[The Old Man and the Young Man had been conversing. The Old Man had asserted that 
the human being is merely a machine, and nothing more. The Young Man objected, 
and asked him to go into particulars and furnish his reasons for his position.]

Old Man. What are the materials of which a steam-engine is made?
Young Man. Iron, steel, brass, white-metal, and so on.
O. M. Where are these found?
Y. M. In the rocks.
O. M. In a pure state?
Y. M. No—in ores.
O. M. Are the metals suddenly deposited in the ores?
Y. M. No—it is the patient work of countless ages.
O. M. You could make the engine out of the rocks themselves?
Y. M. Yes, a britt le one and not valuable.
O. M. You would not require much, of such an engine as that?
Y. M. No—substantially nothing.
O. M. To make a fi ne and capable engine, how would you proceed?
Y. M. Drive tunnels and shaft s into the hills; blast out the iron ore; 

crush it, smelt it, reduce it to pig-iron; put some of it through the 
Bessemer process and make steel of it. Mine and treat and combine the 
several metals of which brass is made.

O. M. Then?
Y. M. Out of the perfected result, build the fi ne engine.
O. M. You would require much of this one?
Y. M. Oh, indeed yes.
O. M. It could drive lathes, drills, planers, punches, polishers, in a 

word all the cunning machines of a great factory?
Y. M. It could.
O. M. What could the stone engine do?
Y. M. Drive a sewing-machine, possibly—nothing more, perhaps.
O. M. Men would admire the other engine and rapturously praise it?
Y. M. Yes.
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O. M. But not the stone one?
Y. M. No.
O. M. The merits of the metal machine would be far above those of 

the stone one?
Y. M. Of course.
O. M. Personal merits?
Y. M. Personal merits? How do you mean?
O. M. It would be personally entitled to the credit of its own perfor-

mance?
Y. M. The engine? Certainly not.
O. M. Why not?
Y. M. Because its performance is not personal. It is a result of the law 

of its construction. It is not a merit that it does the things which it is set 
to do—it can’t help doing them.

O. M. And it is not a personal demerit in the stone machine that it 
does so litt le?

Y. M. Certainly not. It does no more and no less than the law of its 
make permits and compels it to do. There is nothing personal about it; it 
cannot choose. In this process of “working up to the matt er” is it your 
idea to work up to the proposition that man and a machine are about 
the same thing, and that there is no personal merit in the performance 
of either?

O. M. Yes—but do not be off ended; I am meaning no off ense. What 
makes the grand diff erence between the stone engine and the steel one? 
Shall we call it training, education? Shall we call the stone engine a sav-
age and the steel one a civilized man? The original rock contained the 
stuff  of which the steel one was built—but along with it a lot of sulphur 
and stone and other obstructing inborn heredities, brought down from 
the old geologic ages—prejudices, let us call them. Prejudices which 
nothing within the rock itself had either power to remove or any desire 
to remove. Will you take note of that phrase?

Y. M. Yes. I have writt en it down: “Prejudices which nothing within 
the rock itself had either power to remove or any desire to remove.” 
Go on.

O. M. Prejudices which must be removed by outside infl uences or not 
at all. Put that down.

Y. M. Very well; “Must be removed by outside infl uences or not at 
all.” Go on.

O. M. The iron’s prejudice against ridding itself of the cumbering 
rock. To make it more exact, the iron’s absolute indiff erence as to wheth-
er the rock be removed or not. Then comes the outside infl uence and 
grinds the rock to powder and sets the ore free. The iron in the ore is 
still captive. An outside infl uence smelts it free of the clogging ore. The 
iron is emancipated iron, now, but indiff erent to further progress. An 

outside infl uence beguiles it into the Bessemer furnace and refi nes it into 
steel of the fi rst quality. It is educated, now—its training is complete. 
And it has reached its limit. By no possible process can it be educated 
into gold. Will you set that down?

Y. M. Yes. “Everything has its limit—iron ore cannot be educated 
into gold.”

O. M. There are gold men, and tin men, and copper men, and leaden 
men, and steel men, and so on—and each has the limitations of his na-
ture, his heredities, his training, and his environment. You can build en-
gines out of each of these metals, and they will all perform, but you must 
not require the weak ones to do equal work with the strong ones. In each 
case, to get the best results, you must free the metal from its obstructing 
prejudicial ores by education—smelting, refi ning, and so forth.

Y. M. You have arrived at man, now?
O. M. Yes. Man the machine—man the impersonal engine. Whatsoever 

a man is, is due to his make, and to the infl uences brought to bear upon 
it by his heredities, his habitat, his associations. He is moved, directed, 
COMMANDED, by exterior infl uences—solely. He originates nothing, 
not even a thought.

Y. M. Oh, come! Where did I get my opinion that this which you are 
talking is all foolishness?

O. M. It is a quite natural opinion—indeed an inevitable opinion—
but you did not create the materials out of which it is formed. They 
are odds and ends of thoughts, impressions, feelings, gathered uncon-
sciously from a thousand books, a thousand conversations, and from 
streams of thought and feeling which have fl owed down into your 
heart and brain out of the hearts and brains of centuries of ancestors. 
Personally you did not create even the smallest microscopic fragment 
of the materials out of which your opinion is made; and personally 
you cannot claim even the slender merit of putt ing the borrowed materi-
als together. That was done automatically—by your mental machinery, 
in strict accordance with the law of that machinery’s construction. And 
you not only did not make that machinery yourself, but you have not 
even any command over it.

Y. M. This is too much. You think I could have formed no opinion 
but that one?

O. M. Spontaneously? No. And you did not form that one; your ma-
chinery did it for you—automatically and instantly, without refl ection 
or the need of it.

Y. M. Suppose I had refl ected? How then?
O. M. Suppose you try?
Y. M. (Aft er a quarter of an hour.) I have refl ected.
O. M. You mean you have tried to change your opinion—as an ex-

periment?
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Y. M. Yes.
O. M. With success?
Y. M. No. It remains the same; it is impossible to change it.
O. M. I am sorry, but you see, yourself, that your mind is merely a 

machine, nothing more. You have no command over it, it has no com-
mand over itself—it is worked solely from the outside. That is the law of 
its make; it is the law of all machines.

Y. M. Can’t I ever change one of these automatic opinions?
O. M. No. You can’t yourself, but exterior infl uences can do it.
Y. M. And exterior ones only.
O. M. Yes—exterior ones only.
Y. M. That position is untenable—I may say ludicrously untenable.
O. M. What makes you think so?
Y. M. I don’t merely think it, I know it. Suppose I resolve to enter 

upon a course of thought, and study, and reading, with the deliberate 
purpose of changing that opinion; and suppose I succeed. That is not 
the work of an exterior impulse, the whole of it is mine and personal: 
for I originated the project.

O. M. Not a shred of it. It grew out of this talk with me. But for that it 
would never have occurred to you. No man ever originates anything. 
All his thoughts, all his impulses, come from the outside.

Y. M. It’s an exasperating subject. The fi rst man had original thoughts, 
anyway; there was nobody to draw from.

O. M. It is a mistake. Adam’s thoughts came to him from the outside. 
You have a fear of death. You did not invent that—you got it from out-
side, from talking and teaching. Adam had no fear of death—none in 
the world.

Y. M. Yes, he had.
O. M. When he was created?
Y. M. No.
O. M. When, then?
Y. M. When he was threatened with it.
O. M. Then it came from the outside. Adam is quite big enough; let 

us not try to make a god of him. None but gods have ever had a thought 
which did not come from the outside. Adam probably had a good head, 
but it was of no sort of use to him until it was fi lled up from the outside. 
He was not able to invent the trifl ingest litt le thing with it. He had not 
a shadow of a notion of the diff erence between good and evil—he had 
to get the idea from the outside. Neither he nor Eve was able to originate 
the idea that it was immodest to go naked: the knowledge came in 
with the apple from the outside. A man’s brain is so constructed that it 
can originate nothing whatever. It can only use material obtained outside. 
It is merely a machine; and it works automatically, not by will-power. 
It has no command over itself, its owner has no command over it.

8

Y. M. Well, never mind Adam: but certainly Shakespeare’s cre-
ations—

O. M. No, you mean Shakespeare’s imitations. Shakespeare created 
nothing. He correctly observed, and he marvelously painted. He exactly 
portrayed people whom God had created; but he created none himself. 
Let us spare him the slander of charging him with trying. Shakespeare 
could not create. He was a machine, and machines do not create.

Y. M. Where was his excellence, then?
O. M. In this. He was not a sewing-machine, like you and me; he 

was a Gobelin loom. The threads and the colors came into him from 
the outside; outside infl uences, suggestions, experiences (reading, seeing 
plays, playing plays, borrowing ideas, and so on), framed the patt erns 
in his mind and started up its complex and admirable machinery, and 
it automatically turned out that pictured and gorgeous fabric which 
still compels the astonishment of the world. If Shakespeare had been 
born and bred on a barren and unvisited rock in the ocean his mighty 
intellect would have had no outside material to work with, and could 
have invented none; and no outside infl uences, teachings, moldings, 
persuasions, inspirations, of a valuable sort, and could have invented 
none; and so Shakespeare would have produced nothing. In Turkey he 
would have produced something—something up to the highest limit 
of Turkish infl uences, associations, and training. In France he would 
have produced something bett er—something up to the highest limit of 
the French infl uences and training. In England he rose to the highest 
limit att ainable through the outside helps aff orded by that land’s ideals, 
infl uences, and training. You and I are but sewing-machines. We must 
turn out what we can; we must do our endeavor and care nothing at all 
when the unthinking reproach us for not turning out Gobelins.

Y. M. And so we are mere machines! And machines may not boast, 
nor feel proud of their performance, nor claim personal merit for it, 
nor applause and praise. It is an infamous doctrine.

O. M. It isn’t a doctrine, it is merely a fact.
Y. M. I suppose, then, there is no more merit in being brave than in 

being a coward?
O. M. Personal merit? No. A brave man does not create his bravery. He 

is entitled to no personal credit for possessing it. It is born to him. A 
baby born with a billion dollars—where is the personal merit in that? 
A baby born with nothing—where is the personal demerit in that? The 
one is fawned upon, admired, worshiped, by sycophants, the other is 
neglected and despised—where is the sense in it?

Y. M. Sometimes a timid man sets himself the task of conquering his 
cowardice and becoming brave—and succeeds. What do you say to that?

O. M. That it shows the value of training in right directions over training 
in wrong ones. Inestimably valuable is training, infl uence, education, in 
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right directions—training one’s self-approbation to elevate its ideals.
Y. M. But as to merit—the personal merit of the victorious coward’s 

project and achievement?
O. M. There isn’t any. In the world’s view he is a worthier man than 

he was before, but he didn’t achieve the change—the merit of it is not 
his.

Y. M. Whose, then?
O. M. His make, and the infl uences which wrought upon it from the 

outside.
Y. M. His make?
O. M. To start with, he was not utt erly and completely a coward, 

or the infl uences would have had nothing to work upon. He was not 
afraid of a cow, though perhaps of a bull: not afraid of a woman, but 
afraid of a man. There was something to build upon. There was a seed. 
No seed, no plant. Did he make that seed himself, or was it born in 
him? It was no merit of his that the seed was there.

Y. M. Well, anyway, the idea of cultivating it, the resolution to culti-
vate it, was meritorious, and he originated that.

O. M. He did nothing of the kind. It came whence all impulses, good 
or bad, come—from outside. If that timid man had lived all his life in 
a community of human rabbits, had never read of brave deeds, had 
never heard speak of them, had never heard any one praise them nor 
express envy of the heroes that had done them, he would have had no 
more idea of bravery than Adam had of modesty, and it could never 
by any possibility have occurred to him to resolve to become brave. He 
could not originate the idea—it had to come to him from the outside. And 
so, when he heard bravery extolled and cowardice derided, it woke 
him up. He was ashamed. Perhaps his sweetheart turned up her nose 
and said, “I am told that you are a coward!” It was not he that turned 
over the new leaf—she did it for him. He must not strut around in the 
merit of it—it is not his.

Y. M. But, anyway, he reared the plant aft er she watered the seed.
O. M. No. Outside infl uences reared it. At the command—and trem-

bling—he marched out into the fi eld—with other soldiers and in the 
daytime, not alone and in the dark. He had the infl uence of example, he 
drew courage from his comrades’ courage; he was afraid, and wanted 
to run, but he did not dare; he was afraid to run, with all those soldiers 
looking on. He was progressing, you see—the moral fear of shame had 
risen superior to the physical fear of harm. By the end of the cam-
paign experience will have taught him that not all who go into batt le 
get hurt—an outside infl uence which will be helpful to him; and he 
will also have learned how sweet it is to be praised for courage and be 
huzza’d at with tear-choked voices as the war-worn regiment marches 
past the worshiping multitude with fl ags fl ying and the drums beating. 

Aft er that he will be as securely brave as any veteran in the army—and 
there will not be a shade nor suggestion of personal merit in it any-
where; it will all have come from the outside. The Victoria Cross breeds 
more heroes than—

Y. M. Hang it, where is the sense in his becoming brave if he is to get 
no credit for it?

O. M. Your question will answer itself presently. It involves an im-
portant detail of man’s make which we have not yet touched upon.

Y. M. What detail is that?
O. M. The impulse which moves a person to do things—the only 

impulse that ever moves a person to do a thing.
Y. M. The only one! Is there but one?
O. M. That is all. There is only one.
Y. M. Well, certainly that is a strange enough doctrine. What is the 

sole impulse that ever moves a person to do a thing?
O. M. The impulse to content his own spirit—the necessity of content-

ing his own spirit and winning its approval.
Y. M. Oh, come, that won’t do!
O. M. Why won’t it?
Y. M. Because it puts him in the att itude of always looking out for his 

own comfort and advantage; whereas an unselfi sh man oft en does a 
thing solely for another person’s good when it is a positive disadvan-
tage to himself.

O. M. It is a mistake. The act must do him good, FIRST; otherwise he 
will not do it. He may think he is doing it solely for the other person’s 
sake, but it is not so; he is contenting his own spirit fi rst—the other 
person’s benefi t has to always take second place.

Y. M. What a fantastic idea! What becomes of self-sacrifi ce? Please 
answer me that.

O. M. What is self-sacrifi ce?
Y. M. The doing good to another person where no shadow nor sug-

gestion of benefi t to one’s self can result from it.

II

MAN’S SOLE IMPULSE—THE SECURING OF HIS OWN APPROVAL

Old Man. There have been instances of it—you think?
Young Man. Instances? Millions of them!
O. M. You have not jumped to conclusions? You have examined 

them—critically?
Y. M. They don’t need it: the acts themselves reveal the golden im-

pulse back of them.
O. M. For instance?
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Y. M. Well, then, for instance. Take the case in the book here. The man 
lives three miles up-town. It is bitt er cold, snowing hard, midnight. He 
is about to enter the horse-car when a gray and ragged old woman, a 
touching picture of misery, puts out her lean hand and begs for rescue 
from hunger and death. The man fi nds that he has but a quarter in 
his pocket, but he does not hesitate: he gives it her and trudges home 
through the storm. There—it is noble, it is beautiful; its grace is marred 
by no fl eck or blemish or suggestion of self-interest.

O. M. What makes you think that?
Y. M. Pray what else could I think? Do you imagine that there is 

some other way of looking at it?
O. M. Can you put yourself in the man’s place and tell me what he 

felt and what he thought?
Y. M. Easily. The sight of that suff ering old face pierced his gener-

ous heart with a sharp pain. He could not bear it. He could endure the 
three-mile walk in the storm, but he could not endure the tortures his 
conscience would suff er if he turned his back and left  that poor old 
creature to perish. He would not have been able to sleep, for thinking 
of it.

O. M. What was his state of mind on his way home?
Y. M. It was a state of joy which only the self-sacrifi cer knows. His 

heart sang, he was unconscious of the storm,
O. M. He felt well?
Y. M. One cannot doubt it.
O. M. Very well. Now let us add up the details and see how much 

he got for his twenty-fi ve cents. Let us try to fi nd out the real why of 
his making the investment. In the fi rst place he couldn’t bear the pain 
which the old suff ering face gave him. So he was thinking of his pain—
this good man. He must buy a salve for it. If he did not succor the old 
woman his conscience would torture him all the way home. Thinking 
of his pain again. He must buy relief from that. If he didn’t relieve the 
old woman he would not get any sleep. He must buy some sleep—still 
thinking of himself, you see. Thus, to sum up, he bought himself free 
of a sharp pain in his heart, he bought himself free of the tortures of a 
waiting conscience, he bought a whole night’s sleep—all for twenty-
fi ve cents! It should make Wall Street ashamed of itself. On his way 
home his heart was joyful, and it sang—profi t on top of profi t! The 
impulse which moved the man to succor the old woman was—fi rst—to 
content his own spirit; secondly to relieve her suff erings. Is it your opin-
ion that men’s acts proceed from one central and unchanging and inal-
terable impulse, or from a variety of impulses?

Y. M. From a variety, of course—some high and fi ne and noble, oth-
ers not. What is your opinion?

O. M. Then there is but one law, one source.

Y. M. That both the noblest impulses and the basest proceed from 
that one source?

O. M. Yes.
Y. M. Will you put that law into words?
O. M. Yes. This is the law, keep it in your mind. From his cradle to his 

grave a man never does a single thing which has any first and foremost 
object but one—to secure peace of mind, spiritual comfort, for himself.

Y. M. Come! He never does anything for any one else’s comfort, spiri-
tual or physical?

O. M. No. Except on those distinct terms—that it shall fi rst secure his 
own spiritual comfort. Otherwise he will not do it.

Y. M. It will be easy to expose the falsity of that proposition.
O. M. For instance?
Y. M. Take that noble passion, love of country, patriotism. A man 

who loves peace and dreads pain, leaves his pleasant home and his 
weeping family and marches out to manfully expose himself to hun-
ger, cold, wounds, and death. Is that seeking spiritual comfort?

O. M. He loves peace and dreads pain?
Y. M. Yes.
O. M. Then perhaps there is something that he loves more than he 

loves peace—the approval of his neighbors and the public. And perhaps 
there is something which he dreads more than he dreads pain—the dis-
approval of his neighbors and the public. If he is sensitive to shame he 
will go to the fi eld—not because his spirit will be entirely comfortable 
there, but because it will be more comfortable there than it would be 
if he remained at home. He will always do the thing which will bring 
him the most mental comfort—for that is the sole law of his life. He leaves 
the weeping family behind; he is sorry to make them uncomfortable, 
but not sorry enough to sacrifi ce his own comfort to secure theirs.

Y. M. Do you really believe that mere public opinion could force a 
timid and peaceful man to—

O. M. Go to war? Yes—public opinion can force some men to do 
anything.

Y. M. Anything?
O. M. Yes—anything.
Y. M. I don’t believe that. Can it force a rightprincipled man to do a 

wrong thing?
O. M. Yes.
Y. M. Can it force a kind man to do a cruel thing?
O. M. Yes.
Y. M. Give an instance.
O. M. Alexander Hamilton was a conspicuously high-principled 

man. He regarded dueling as wrong, and as opposed to the teachings 
of religion— but in deference to public opinion he fought a duel. He 
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deeply loved his family, but to buy public approval he treacherously 
deserted them and threw his life away, ungenerously leaving them to 
lifelong sorrow in order that he might stand well with a foolish world. 
In the then condition of the public standards of honor he could not 
have been comfortable with the stigma upon him of having refused 
to fi ght. The teachings of religion, his devotion to his family, his kind-
ness of heart, his high principles, all went for nothing when they stood 
in the way of his spiritual comfort. A man will do anything, no matt er 
what it is, to secure his spiritual comfort; and he can neither be forced nor 
persuaded to any act which has not that goal for its object. Hamilton’s 
act was compelled by the inborn necessity of contenting his own spirit; 
in this it was like all the other acts of his life, and like all the acts of all 
men’s lives. Do you see where the kernel of the matt er lies? A man can-
not be comfortable without his own approval. He will secure the largest 
share possible of that, at all costs, all sacrifi ces.

Y. M. A minute ago you said Hamilton fought that duel to get public 
approval.

O. M. I did. By refusing to fi ght the duel he would have secured 
his family’s approval and a large share of his own; but the public ap-
proval was more valuable in his eyes than all other approvals put to-
gether—in the earth or above it; to secure that would furnish him the 
most comfort of mind, the most self-approval; so he sacrifi ced all other 
values to get it.

Y. M. Some noble souls have refused to fi ght duels, and have man-
fully braved the public contempt.

O. M. They acted according to their make. They valued their principles 
and the approval of their families above the public approval. They took 
the thing they valued most and let the rest go. They took what would 
give them the largest share of personal contentment and approval—a man 
always does. Public opinion cannot force that kind of men to go to the 
wars. When they go it is for other reasons. Other spirit-contenting rea-
sons.

Y. M. Always spirit-contenting reasons?
O. M. There are no others.
Y. M. When a man sacrifi ces his life to save a litt le child from a burn-

ing building, what do you call that?
O. M. When he does it, it is the law of his make. He can’t bear to 

see the child in that peril (a man of a diff erent make could), and so he 
tries to save the child, and loses his life. But he has got what he was 
aft er—his own approval.

Y. M. What do you call Love, Hate, Charity, Revenge, Humanity, 
Magnanimity, Forgiveness?

O. M. Diff erent results of the one Master Impulse: the necessity of 
securing one’s self-approval. They wear diverse clothes and are subject 

to diverse moods, but in whatsoever ways they masquerade they are 
the same person all the time. To change the fi gure, the compulsion that 
moves a man—and there is but the one—is the necessity of securing 
the contentment of his own spirit. When it stops, the man is dead.

Y. M. This is foolishness. Love—
O. M. Why, love is that impulse, that law, in its most uncompromis-

ing form. It will squander life and everything else on its object. Not 
primarily for the object’s sake, but for its own. When its object is happy 
it is happy—and that is what it is unconsciously aft er.

Y. M. You do not even except the loft y and gracious passion of moth-
er-love?

O. M. No, it is the absolute slave of that law. The mother will go 
naked to clothe her child; she will starve that it may have food; suf-
fer torture to save it from pain; die that it may live. She takes a living 
pleasure in making these sacrifi ces. She does it for that reward—that self-
approval, that contentment, that peace, that comfort. She would do it for 
your child if she could get the same pay.

Y. M. This is an infernal philosophy of yours.
O. M. It isn’t a philosophy, it is a fact.
Y. M. Of course you must admit that there are some acts which—
O. M. No. There is no act, large or small, fi ne or mean, which springs 

from any motive but the one—the necessity of appeasing and content-
ing one’s own spirit.

Y. M. The world’s philanthropists—
O. M. I honor them, I uncover my head to them—from habit and 

training; but they could not know comfort or happiness or self-ap-
proval if they did not work and spend for the unfortunate. It makes 
them happy to see others happy; and so with money and labor they 
buy what they are aft er—happiness, self-approval. Why don’t misers do 
the same thing? Because they can get a thousandfold more happiness 
by not doing it. There is no other reason. They follow the law of their 
make.

Y. M. What do you say of duty for duty’s sake?
O. M. That it does not exist. Duties are not performed for duty’s sake, 

but because their neglect would make the man uncomfortable. A man 
performs but one duty—the duty of contenting his spirit, the duty of 
making himself agreeable to himself. If he can most satisfyingly per-
form this sole and only duty by helping his neighbor, he will do it; if he 
can most satisfyingly perform it by swindling his neighbor, he will do 
that. But he always looks out for Number One—fi rst; the eff ects upon 
others are a secondary matt er. Men pretend to self-sacrifi ces, but this is 
a thing which, in the ordinary value of the phrase, does not exist and has 
not existed. A man oft en honestly thinks he is sacrifi cing himself merely 
and solely for some one else, but he is deceived; his bott om impulse is 
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to content a requirement of his nature and training, and thus acquire 
peace for his soul.

Y. M. Apparently, then, all men, both good and bad ones, devote 
their lives to contenting their consciences?

O. M. Yes. That is a good enough name for it: Conscience—that in-
dependent Sovereign, that insolent absolute Monarch inside of a man 
who is the man’s Master. There are all kinds of consciences, because 
there are all kinds of men. You satisfy an assassin’s conscience in one 
way, a philanthropist’s in another, a miser’s in another, a burglar’s in 
still another. As a guide or incentive to any authoritatively prescribed 
line of morals or conduct (leaving training out of the account), a man’s 
conscience is totally valueless. I know a kind-hearted Kentuckian 
whose self-approval was lacking—whose conscience was troubling 
him, to phrase it with exactness—because he had neglected to kill a cer-
tain man—a man whom he had never seen. The stranger had killed 
this man’s friend in a fi ght, this man’s Kentucky training made it a 
duty to kill the stranger for it. He neglected his duty—kept dodging 
it, shirking it, putt ing it off , and his unrelenting conscience kept per-
secuting him for this conduct. At last, to get ease of mind, comfort, 
self-approval, he hunted up the stranger and took his life. It was an 
immense act of self-sacrifi ce (as per the usual defi nition), for he did 
not want to do it, and he never would have done it if he could have 
bought a contented spirit and an unworried mind at smaller cost. But 
we are so made that we will pay anything for that contentment—even 
another man’s life.

Y. M. You spoke a moment ago of trained consciences. You mean that 
we are not born with consciences competent to guide us aright?

O. M. If we were, children and savages would know right from 
wrong, and not have to be taught it.

Y. M. But consciences can be trained?
O. M. Yes. 
Y. M. Of course by parents, teachers, the pulpit, and books.
O. M. Yes—they do their share; they do what they can.
Y. M. And the rest is done by—
O. M. Oh, a million unnoticed infl uences—for good or bad: infl uenc-

es which work without rest during every waking moment of a man’s 
life, from cradle to grave.

Y. M. You have tabulated these?
O. M. Many of them—yes.
Y. M. Will you read me the result?
O. M. Another time, yes. It would take an hour.
Y. M. A conscience can be trained to shun evil and prefer good?
O. M. Yes.
Y. M. But will prefer it for spirit-contenting reasons only?

O. M. It can’t be trained to do a thing for any other reason. The thing 
is impossible.

Y. M. There must be a genuinely and utt erly self-sacrifi cing act re-
corded in human history somewhere.

O. M. You are young. You have many years before you. Search one 
out.

Y. M. It does seem to me that when a man sees a fellow-being strug-
gling in the water and jumps in at the risk of his life to save him—

O. M. Wait. Describe the man. Describe the fellow-being. State if there 
is an audience present; or if they are alone.

Y. M. What have these things to do with the splendid act?
O. M. Very much. Shall we suppose, as a beginning, that the two are 

alone, in a solitary place, at midnight?
Y. M. If you choose.
O. M. And that the fellow-being is the man’s daughter?
Y. M. Well, n-no—make it some one else.
O. M. A fi lthy, drunken ruffi  an, then?
Y. M. I see. Circumstances alter cases. I suppose that if there was no 

audience to observe the act, the man wouldn’t perform it.
O. M. But there is here and there a man who would. People, for in-

stance, like the man who lost his life trying to save the child from the 
fi re; and the man who gave the needy old woman his twenty-fi ve cents 
and walked home in the storm—there are here and there men like that 
who would do it. And why? Because they couldn’t bear to see a fellow-
being struggling in the water and not jump in and help. It would give 
them pain. They would save the fellow-being on that account. They 
wouldn’t do it otherwise. They strictly obey the law which I have been 
insisting upon. You must remember and always distinguish the people 
who can’t bear things from the people who can. It will throw light upon 
a number of apparently “self-sacrifi cing” cases.

Y. M. Oh, dear, it’s all so disgusting.
O. M. Yes. And so true.
Y. M. Come—take the good boy who does things he doesn’t want to 

do, in order to gratify his mother.
O. M. He does seven-tenths of the act because it gratifi es him to grat-

ify his mother. Throw the bulk of advantage the other way and the 
good boy would not do the act. He must obey the iron law. None can 
escape it.

Y. M. Well, take the case of a bad boy who—
O. M. You needn’t mention it, it is a waste of time. It is no matt er about 

the bad boy’s act. Whatever it was, he had a spirit-contenting reason for 
it. Otherwise you have been misinformed, and he didn’t do it.

Y. M. It is very exasperating. A while ago you said that a man’s con-
science is not a born judge of morals and conduct, but has to be taught 
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and trained. Now I think a conscience can get drowsy and lazy, but I 
don’t think it can go wrong; and if you wake it up—

A Litt le Story

O. M. I will tell you a litt le story:
Once upon a time an Infi del was guest in the house of a Christian 

widow whose litt le boy was ill and near to death. The Infi del oft en 
watched by the bedside and entertained the boy with talk, and he used 
these opportunities to satisfy a strong longing of his nature—that de-
sire which is in us all to bett er other people’s condition by having them 
think as we think. He was successful. But the dying boy, in his last mo-
ments, reproached him and said:

“I believed, and was happy in it; you have taken my belief away, and my 
comfort. Now I have nothing left , and I die miserable; for the things which you 
have told me do not take the place of that which I have lost.”

And the mother, also, reproached the Infi del, and said:
“My child is forever lost, and my heart is broken. How could you do this 

cruel thing? We have done you no harm, but only kindness; we made our 
house your home, you were welcome to all we had, and this is our reward.”

The heart of the Infi del was fi lled with remorse for what he had done, 
and he said:

“It was wrong—I see it now; but I was only trying to do him good. In my 
view he was in error; it seemed my duty to teach him the truth”

Then the mother said:
“I had taught him, all his litt le life, what I believed to be the truth, and in 

his believing faith both of us were happy. Now he is dead—and lost; and I am 
miserable. Our faith came down to us through centuries of believing ances-
tors; what right had you, or any one, to disturb it? Where was your honor, 
where was your shame?”

Y. M. He was a miscreant, and deserved death!
O. M. He thought so himself, and said so.
Y. M. Ah—you see, his conscience was awakened!
O. M. Yes, his Self-Disapproval was. It pained him to see the mother 

suff er. He was sorry he had done a thing which brought him pain. It 
did not occur to him to think of the mother when he was misteaching 
the boy, for he was absorbed in providing pleasure for himself, then. 
Providing it by satisfying what he believed to be a call of duty.

Y. M. Call it what you please, it is to me a case of awakened conscience. 
That awakened conscience could never get itself into that species of 
trouble again. A cure like that is a permanent cure.

O. M. Pardon—I had not fi nished the story. We are creatures of outside 
infl uences—we originate nothing within. Whenever we take a new line 
of thought and drift  into a new line of belief and action, the impulse is 

always suggested from the outside. Remorse so preyed upon the Infi del 
that it dissolved his harshness toward the boy’s religion and made him 
come to regard it with tolerance, next with kindness, for the boy’s sake 
and the mother’s. Finally he found himself examining it. From that mo-
ment his progress in his new trend was steady and rapid. He became a 
believing Christian. And now his remorse for having robbed the dying 
boy of his faith and his salvation was bitt erer than ever. It gave him 
no rest, no peace. He must have rest and peace—it is the law of our 
nature. There seemed but one way to get it; he must devote himself to 
saving imperiled souls. He became a missionary. He landed in a pagan 
country ill and helpless. A native widow took him into her humble 
home and nursed him back to convalescence. Then her young boy was 
taken hopelessly ill, and the grateful missionary helped her tend him. 
Here was his fi rst opportunity to repair a part of the wrong done to the 
other boy by doing a precious service for this one by undermining his 
foolish faith in his false gods. He was successful. But the dying boy in 
his last moments reproached him and said:

“I believed, and was happy in it; you have taken my belief away, and my 
comfort. Now I have nothing left , and I die miserable; for the things which you 
have told me do not take the place of that which I have lost.”

And the mother, also, reproached the missionary, and said:
“My child is forever lost, and my heart is broken. How could you do this 

cruel thing? We had done you no harm, but only kindness; we made our house 
your home, you were welcome to all we had, and this is our reward.”

The heart of the missionary was fi lled with remorse for what he had 
done, and he said:

“It was wrong—I see it now; but I was only trying to do him good. In my 
view he was in error; it seemed my duty to teach him the truth...

Then the mother said:
“I had taught him, all his litt le life, what I believed to be the truth, and in 

his believing faith both of us were happy. Now he is dead—and lost; and I am 
miserable. Our faith came down to us through centuries of believing ances-
tors; what right had you, or any one, to disturb it? Where was your honor, 
where was your shame?”

The missionary’s anguish of remorse and sense of treachery were as 
bitt er and persecuting and unappeasable, now, as they had been in the 
former case. The story is fi nished. What is your comment?

Y. M. The man’s conscience was a fool! It was morbid. It didn’t know 
right from wrong.

O. M. I am not sorry to hear you say that. If you grant that one man’s 
conscience doesn’t know right from wrong, it is an admission that 
there are others like it. This single admission pulls down the whole 
doctrine of infallibility of judgment in consciences. Meantime there is 
one thing which I ask you to notice.
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Y. M. What is that?
O. M. That in both cases the man’s act gave him no spiritual discom-

fort, and that he was quite satisfi ed with it and got pleasure out of it. 
But aft erward when it resulted in pain to him, he was sorry. Sorry it 
had infl icted pain upon the others, but for no reason under the sun except 
that their pain gave HIM pain. Our consciences take no notice of pain 
infl icted upon others until it reaches a point where it gives pain to us. 
In all cases without exception we are absolutely indiff erent to another 
person’s pain until his suff erings make us uncomfortable. Many an in-
fi del would not have been troubled by that Christian mother’s distress. 
Don’t you believe that?

Y. M. Yes. You might almost say it of the average infi del, I think.
O. M. And many a missionary, sternly fortifi ed by his sense of duty, 

would not have been troubled by the pagan mother’s distress—Jesuit 
missionaries in Canada in the early French times, for instance; see epi-
sodes quoted by Parkman.

Y. M. Well, let us adjourn. Where have we arrived?
O. M. At this. That we (mankind) have ticketed ourselves with a 

number of qualities to which we have given misleading names. Love, 
Hate, Charity, Compassion, Avarice, Benevolence, and so on. I mean 
we att ach misleading meanings to the names. They are all forms of 
self-contentment, self-gratifi cation, but the names so disguise them 
that they distract our att ention from the fact. Also we have smuggled 
a word into the dictionary which ought not to be there at all—Self-
Sacrifi ce. It describes a thing which does not exist. But worst of all, we 
ignore and never mention the Sole Impulse which dictates and com-
pels a man’s every act: the imperious necessity of securing his own 
approval, in every emergency and at all costs. To it we owe all that we 
are. It is our breath, our heart, our blood. It is our only spur, our whip, 
our goad, our only impelling power; we have no other. Without it 
we should be mere inert images, corpses; no one would do anything, 
there would be no progress, the world would stand still. We ought to 
stand reverently uncovered when the name of that stupendous power 
is utt ered. 

Y. M. I am not convinced.
O. M. You will be when you think.

III

INSTANCES IN POINT

Old Man. Have you given thought to the Gospel of Self-Approval 
since we talked?

Young Man. I have.

O. M. It was I that moved you to it. That is to say an outside infl uence 
moved you to it—not one that originated in your own head. Will you 
try to keep that in mind and not forget it?

Y. M. Yes. Why?
O. M. Because by and by in one of our talks, I wish to further impress 

upon you that neither you, nor I, nor any man ever originates a thought 
in his own head. The utt erer of a thought always utt ers a second-hand one.

Y. M. Oh, now—
O. M. Wait. Reserve your remark till we get to that part of our discus-

sion—to-morrow or next day, say. Now, then, have you been consider-
ing the proposition that no act is ever born of any but a selfcontenting 
impulse— (primarily). You have sought. What have you found?

Y. M. I have not been very fortunate. I have examined many fi ne and 
apparently self-sacrifi cing deeds in romances and biographies, but—

O. M. Under searching analysis the ostensible self-sacrifi ce disap-
peared? It naturally would.

Y. M. But here in this novel is one which seems to promise. In the 
Adirondack woods is a wage-earner and lay preacher in the lumber-
camps who is of noble character and deeply religious. An earnest and 
practical laborer in the New York slums comes up there on vacation—he 
is leader of a section of the University Sett lement. Holme, the lumber-
man, is fi red with a desire to throw away his excellent worldly prospects 
and go down and save souls on the East Side. He counts it happiness 
to make this sacrifi ce for the glory of God and for the cause of Christ. 
He resigns his place, makes the sacrifi ce cheerfully, and goes to the East 
Side and preaches Christ and Him crucifi ed every day and every night 
to litt le groups of half-civilized foreign paupers who scoff  at him. But he 
rejoices in the scoffi  ngs, since he is suff ering them in the great cause of 
Christ. You have so fi lled my mind with suspicions that I was constantly 
expecting to fi nd a hidden questionable impulse back of all this, but I 
am thankful to say I have failed. This man saw his duty, and for duty’s 
sake he sacrifi ced self and assumed the burden it imposed.

O. M. Is that as far as you have read?
Y. M. Yes.
O. M. Let us read further, presently. Meantime, in sacrifi cing him-

self—not for the glory of God, primarily, as he imagined, but fi rst to 
content that exacting and infl exible master within him—did he sacrifi ce 
anybody else?

Y. M. How do you mean?
O. M. He relinquished a lucrative post and got mere food and lodg-

ing in place of it. Had he dependants?
Y. M. Well—yes.
O. M. In what way and to what extent did his self-sacrifi ce aff ect 

them?
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Y. M. He was the support of a superannuated father. He had a young 
sister with a remarkable voice-he was giving her a musical education, 
so that her longing to be self-supporting might be gratifi ed. He was 
furnishing the money to put a young brother through a polytechnic 
school and satisfy his desire to become a civil engineer.

O. M. The old father’s comforts were now curtailed?
Y. M. Quite seriously. Yes.
O. M. The sister’s music-lessons had to stop?
Y. M. Yes.
O. M. The young brother’s education—well, an extinguishing blight 

fell upon that happy dream, and he had to go to sawing wood to sup-
port the old father, or something like that?

Y. M. It is about what happened. Yes.
O. M. What a handsome job of self-sacrifi cing he did do! It seems 

to me that he sacrifi ced everybody except himself. Haven’t I told you 
that no man ever sacrifi ces himself; that there is no instance of it upon 
record anywhere; and that when a man’s Interior Monarch requires a 
thing of its slave for either its momentary or its permanent contentment, 
that thing must and will be furnished and that command obeyed, no 
matt er who may stand in the way and suff er disaster by it? That man 
ruined his family to please and content his Interior Monarch—

Y. M. And help Christ’s cause.
O. M. Yes—secondly. Not fi rstly. He thought it was fi rstly.
Y. M. Very well, have it so, if you will. But it could be that he argued 

that if he saved a hundred souls in New York—
O. M. The sacrifi ce of the family would be justifi ed by that great profi t 

upon the—the—what shall we call it?
Y. M. Investment?
O. M. Hardly. How would speculation do? How would gamble do? 

Not a solitary soul-capture was sure. He played for a possible thirty-
three-hundred-percent profi t. It was gambling—with his family for 
“chips.” However, let us see how the game came out. Maybe we can 
get on the track of the secret original impulse, the real impulse, that 
moved him to so nobly self-sacrifi ce his family in the Saviour’s cause 
under the superstition that he was sacrifi cing himself. I will read a 
chapter or so.... Here we have it! It was bound to expose itself sooner 
or later. He preached to the East-Side rabble a season, then went back 
to his old dull, obscure life in the lumber-camps “hurt to the heart, his 
pride humbled.” Why? Were not his eff orts acceptable to the Saviour, 
for Whom alone they were made? Dear me, that detail is lost sight of, is 
not even referred to, the fact that it started out as a motive is entirely 
forgott en! Then what is the trouble? The authoress quite innocently 
and unconsciously gives the whole business away. The trouble was 
this: this man merely preached to the poor; that is not the University 

Sett lement’s way; it deals in larger and bett er things than that, and 
it did not enthuse over that crude Salvation-Army eloquence. It was 
courteous to Holme—but cool. It did not pet him, did not take him 
to its bosom. “Perished were all his dreams of distinction, the praise and 
grateful approval of—“ Of whom? The Saviour? No; the Saviour is not 
mentioned. Of whom, then? Of “his fellow-workers.” Why did he want 
that? Because the Master inside of him wanted it, and would not be 
content without it. That emphasized sentence quoted above, reveals 
the secret we have been seeking, the original impulse, the real impulse, 
which moved the obscure and unappreciated Adirondack lumberman 
to sacrifi ce his family and go on that crusade to the East Side which 
said original impulse was this, to wit: without knowing it he went there 
to show a neglected world the large talent that was in him, and rise to distinc-
tion. As I have warned you before, no act springs from any but the one 
law, the one motive. But I pray you, do not accept this law upon my 
say-so; but diligently examine for yourself. Whenever you read of a 
self-sacrifi cing act or hear of one, or of a duty done for duty’s sake, take 
it to pieces and look for the real motive. It is always there.

Y. M. I do it every day. I cannot help it, now that I have gott en started 
upon the degrading and exasperating quest. For it is hatefully inter-
esting! —in fact, fascinating is the word. As soon as I come across a 
golden deed in a book I have to stop and take it apart and examine it, 
I cannot help myself.

O. M. Have you ever found one that defeated the rule?
Y. M. No—at least, not yet. But take the case of servant-tipping in 

Europe. You pay the hotel for service; you owe the servants nothing, yet 
you pay them besides. Doesn’t that defeat it?

O. M. In what way?
Y. M. You are not obliged to do it, therefore its source is compassion 

for their ill paid condition, and—
O. M. Has that custom ever vexed you, annoyed you, irritated you?
Y. M. Well—yes.
O. M. Still you succumbed to it?
Y. M. Of course.
O. M. Why of course?
Y. M. Well, custom is law, in a way, and laws must be submitt ed to

—everybody recognizes it as a duty.
O. M. Then you pay the irritating tax for duty’s sake?
Y. M. I suppose it amounts to that.
O. M. Then the impulse which moves you to submit to the tax is not 

all compassion, charity, benevolence?
Y. M. Well—perhaps not.
O. M. Is any of it?
Y. M. I—perhaps I was too hasty in locating its source.
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O. M. Perhaps so. In case you ignored the custom would you get 
prompt and eff ective service from the servants?

Y. M. Oh, hear yourself talk! Those European servants? Why, you 
wouldn’t get any at all, to speak of.

O. M. Couldn’t that work as an impulse to move you to pay the tax?
Y. M. I am not denying it.
O. M. Apparently, then, it is a case of for-duty’s-sake with a litt le self-

interest added?
Y. M. Yes, it has the look of it. But here is a point: we pay that tax 

knowing it to be unjust and an extortion; yet we go away with a pain 
at the heart if we think we have been stingy with the poor fellows; and 
we heartily wish we were back again, so that we could do the right 
thing, and more than the right thing, the generous thing. I think it will be 
diffi  cult for you to fi nd any thought of self in that impulse.

O. M. I wonder why you should think so. When you fi nd service 
charged in the hotel bill does it annoy you?

Y. M. No.
O. M. Do you ever complain of the amount of it?.
Y. M. No, it would not occur to me.
O. M. The expense, then, is not the annoying detail. It is a fi xed charge, 

and you pay it cheerfully, you pay it without a murmur. When you 
came to pay the servants, how would you like it if each of the men and 
maids had a fi xed charge?

Y. M. Like it? I should rejoice!
O. M. Even if the fi xed tax were a shade more than you had been in 

the habit of paying in the form of tips?
Y. M. Indeed, yes!
O. M. Very well, then. As I understand it, it isn’t really compassion 

nor yet duty that moves you to pay the tax, and it isn’t the amount of 
the tax that annoys you. Yet something annoys you. What is it?

Y. M. Well, the trouble is, you never know what to pay, the tax varies 
so, all over Europe.

O. M. So you have to guess?
Y. M. There is no other way. So you go on thinking and thinking, 

and calculating and guessing, and consulting with other people and 
gett ing their views; and it spoils your sleep nights, and makes you 
distraught in the daytime, and while you are pretending to look at the 
sights you are only guessing and guessing and guessing all the time, 
and being worried and miserable.

O. M. And all about a debt which you don’t owe and don’t have to 
pay unless you want to! Strange. What is the purpose of the guessing?

Y. M. To guess out what is right to give them, and not be unfair to 
any of them.

O. M. It has quite a noble look—taking so much pains and using up 

so much valuable time in order to be just and fair to a poor servant to 
whom you owe nothing, but who needs money and is ill paid.

Y. M. I think, myself, that if there is any ungracious motive back of it, 
it will be hard to fi nd.

O. M. How do you know when you have not paid a servant fairly?
Y. M. Why, he is silent; does not thank you. Sometimes he gives you 

a look that makes you ashamed. You are too proud to rectify your mis-
take there, with people looking, but aft erward you keep on wishing and 
wishing you had done it. My, the shame and the pain of it! Sometimes 
you see, by the signs, that you have hit it just right, and you go away 
mightily satisfi ed. Sometimes the man is so eff usively thankful that you 
know you have given him a good deal more than was necessary.

O. M. Necessary? Necessary for what?
Y. M. To content him. 
O. M. How do you feel then?
Y. M. Repentant.
O. M. It is my belief that you nave not been concerning yourself in 

guessing out his just dues, but only in ciphering out what would con-
tent him. And I think you had a self-deluding reason for that.

Y. M. What was it?
O. M. If you fell short of what he was expecting and wanting, you 

would get a look which would shame you before folk. That would give 
you pain. You—for you are only working for yourself, not him. If you 
gave him too much you would be ashamed of yourself for it, and that 
would give you pain—another case of thinking of yourself, protecting 
yourself, saving yourself from discomfort. You never think of the servant 
once—except to guess out how to get his approval. If you get that, you 
get your own approval, and that is the sole and only thing you are af-
ter. The Master inside of you is then satisfi ed, contented, comfortable; 
there was no other thing at stake, as a matt er of fi rst interest, anywhere 
in the transaction.

Further Instances

Y. M. Well, to think of it : Self-Sacrifi ce for others, the grandest thing 
in man, ruled out! nonexistent!

O. M. Are you accusing me of saying that?
Y. M. Why, certainly.
O. M. I haven’t said it.
Y. M. What did you say, then?
O. M. That no man has ever sacrifi ced himself in the common mean-

ing of that phrase—which is, self-sacrifi ce for another alone. Men make 
daily sacrifi ces for others, but it is for their own sake fi rst. The act must 
content their own spirit fi rst. The other benefi ciaries come second.
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Y. M. And the same with duty for duty’s sake?
O. M. Yes. No man performs a duty for mere duty’s sake; the act 

must content his spirit fi rst. He must feel bett er for doing the duty than 
he would for shirking it. Otherwise he will not do it.

Y. M. Take the case of the Berkeley Castle.
O. M. It was a noble duty, greatly performed. Take it to pieces and 

examine it, if you like.
Y. M. A British troop-ship crowded with soldiers and their wives 

and children. She struck a rock and began to sink. There was room in 
the boats for the women and children only. The colonel lined up his 
regiment on the deck and said “it is our duty to die, that they may be 
saved.” There was no murmur, no protest. The boats carried away the 
women and children. When the death-moment was come, the colonel 
and his offi  cers took their several posts, the men stood at shoulder-
arms, and so, as on dress-parade, with their fl ag fl ying and the drums 
beating, they went down, a sacrifi ce to duty for duty’s sake. Can you 
view it as other than that?

O. M. It was something as fi ne as that, as exalted as that. Could you 
have remained in those ranks and gone down to your death in that 
unfl inching way?

Y. M. Could I? No, I could not.
O. M. Think. Imagine yourself there, with that watery doom creep-

ing higher and higher around you.
Y. M. I can imagine it. I feel all the horror of it. I could not have en-

dured it, I could not have remained in my place. I know it.
O. M. Why?
Y. M. There is no why about it: I know myself, and I know I couldn’t 

do it.
O. M. But it would be your duty to do it.
Y. M. Yes, I know—but I couldn’t.
O. M. It was more than a thousand men, yet not one of them fl inched. 

Some of them must have been born with your temperament; if they 
could do that great duty for duty’s sake, why not you? Don’t you know 
that you could go out and gather together a thousand clerks and me-
chanics and put them on that deck and ask them to die for duty’s sake, 
and not two dozen of them would stay in the ranks to the end?

Y. M. Yes, I know that.
O. M. But you train them, and put them through a campaign or two; 

then they would be soldiers; soldiers, with a soldier’s pride, a soldier’s 
self-respect, a soldier’s ideals. They would have to content a soldier’s 
spirit then, not a clerk’s, not a mechanic’s. They could not content that 
spirit by shirking a soldier’s duty, could they?

Y. M. I suppose not.
O. M. Then they would do the duty not for the duty’s sake, but for 

their own sake—primarily. The duty was just the same, and just as im-
perative, when they were clerks, mechanics, raw recruits, but they 
wouldn’t perform it for that. As clerks and mechanics they had other 
ideals, another spirit to satisfy, and they satisfi ed it. They had to; it is 
the law. Training is potent. Training toward higher and higher, and ever 
higher ideals is worth any man’s thought and labor and diligence.

Y. M. Consider the man who stands by his duty and goes to the stake 
rather than be recreant to it.

O. M. It is his make and his training. He has to content the spirit that 
is in him, though it cost him his life. Another man, just as sincerely 
religious, but of diff erent temperament, will fail of that duty, though 
recognizing it as a duty, and grieving to be unequal to it: but he must 
content the spirit that is in him—he cannot help it. He could not per-
form that duty for duty’s sake, for that would not content his spirit, and 
the contenting of his spirit must be looked to fi rst. It takes precedence 
of all other duties.

Y. M. Take the case of a clergyman of stainless private morals who 
votes for a thief for public offi  ce, on his own party’s ticket, and against 
an honest man on the other ticket.

O. M. He has to content his spirit. He has no public morals; he has no 
private ones, where his party’s prosperity is at stake. He will always be 
true to his make and training

IV

TRAINING

Young Man. You keep using that word—training. By it do you par-
ticularly mean—

Old Man. Study, instruction, lectures, sermons? That is a part of it—
but not a large part. I mean all the outside infl uences. There are a mil-
lion of them. From the cradle to the grave, during all his waking hours, 
the human being is under training. In the very fi rst rank of his trainers 
stands association. It is his human environment which infl uences his 
mind and his feelings, furnishes him his ideals, and sets him on his 
road and keeps him in it. If he leave that road he will fi nd himself 
shunned by the people whom he most loves and esteems, and whose 
approval he most values. He is a chameleon; by the law of his nature 
he takes the color of his place of resort. The infl uences about him cre-
ate his preferences, his aversions, his politics, his tastes, his morals, his 
religion. He creates none of these things for himself. He thinks he does, 
but that is because he has not examined into the matt er. You have seen 
Presbyterians?

Y. M. Many.
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O. M. How did they happen to be Presbyterians and not 
Congregationalists? And why were the Congregationalists not Baptists, 
and the Baptists Roman Catholics, and the Roman Catholics Buddhists, 
and the Buddhists Quakers, and the Quakers Episcopalians, and the 
Episcopalians Millerites and the Millerites Hindoos, and the Hindoos 
Atheists, and the Atheists Spiritualists, and the Spiritualists Agnostics, 
and the Agnostics Methodists, and the Methodists Confucians, and 
the Confucians Unitarians, and the Unitarians Mohammedans, and 
the Mohammedans Salvation Warriors, and the Salvation Warriors 
Zoroastrians, and the Zoroastrians Christian Scientists, and the 
Christian Scientists Mormons—and so on?

Y. M. You may answer your question yourself.
O. M. That list of sects is not a record of studies, searchings, seekings 

aft er light; it mainly (and sarcastically) indicates what association 
can do. If you know a man’s nationality you can come within a split 
hair of guessing the complexion of his religion: English—Protestant; 
American—ditt o; Spaniard, Frenchman, Irishman, Italian, South 
American, Austrian—Roman Catholic; Russian-Greek Catholic; Turk—
Mohammedan; and so on. And when you know the man’s religious 
complexion, you know what sort of religious books he reads when he 
wants some more light, and what sort of books he avoids, lest by ac-
cident he get more light than he wants. In America if you know which 
party-collar a voter wears, you know what his associations are, and 
how he came by his politics, and which breed of newspaper he reads 
to get light, and which breed he diligently avoids, and which breed of 
mass-meetings he att ends in order to broaden his political knowledge, 
and which breed of mass-meetings he doesn’t att end, except to refute 
its doctrines with brickbats. We are always hearing of people who are 
around seeking aft er Truth. I have never seen a (permanent) specimen. I 
think he has never lived. But I have seen several entirely sincere people 
who thought they were (permanent) Seekers aft er Truth. They sought 
diligently, persistently, carefully, cautiously, profoundly, with perfect 
honesty and nicely adjusted judgment—until they believed that with-
out doubt or question they had found the Truth. That was the end of the 
search. The man spent the rest of his life hunting up shingles wherewith 
to protect his Truth from the weather. If he was seeking aft er political 
Truth he found it in one or another of the hundred political gospels 
which govern men in the earth; if he was seeking aft er the Only True 
Religion he found it in one or another of the three thousand that are on 
the market. In any case, when he found the Truth he sought no further; 
but from that day forth, with his soldering-iron in one hand and his 
bludgeon in the other he tinkered its leaks and reasoned with objectors. 
There have been innumerable Temporary Seekers aft er Truth—have 
you ever heard of a permanent one? In the very nature of man such a 

person is impossible. However, to drop back to the text—training: all 
training is one form or another of outside infl uence, and associaton is the 
largest part of it. A man is never anything but what his outside infl u-
ences have made him. They train him downward or they train him up-
ward—but they train him; they are at work upon him all the time.

Y. M. Then if he happen by the accidents of life to be evilly placed 
there is no help for him, according to your notions—he must train 
downward.

O. M. No help for him? No help for this chameleon? It is a mistake. 
It is in his chameleonship that his greatest good fortune lies. He has 
only to change his habitat—his associations. But the impulse to do it 
must come from the outside—he cannot originate it himself, with that 
purpose in view. Sometimes a very small and accidental thing can fur-
nish him the initiatory impulse and start him on a new road, with a 
new ideal. The chance remark of a sweetheart, “I hear that you are a 
coward,” may water a seed that shall sprout and bloom and fl ourish, 
and end in producing a surprising fruitage—in the fi elds of war. The 
history of man is full of such accidents. The accident of a broken leg 
brought a profane and ribald soldier under religious infl uences and 
furnished him a new ideal. From that accident sprang the Order of the 
Jesuits, and it has been shaking thrones, changing policies, and doing 
other tremendous work for two hundred years—and will go on. The 
chance reading of a book or of a paragraph in a newspaper can start a 
man on a new track and make him renounce his old associations and 
seek new ones that are in sympathy with his new ideal: and the result, for 
that man, can be an entire change of his way of life.

Y. M. Are you hinting at a scheme of procedure?
O. M. Not a new one—an old one. Old as mankind.
Y. M. What is it?
O. M. Merely the laying of traps for people. Traps baited with 

Initiatory Impulses toward high ideals. It is what the tract-distributer does. 
It is what the missionary does. It is what governments ought to do.

Y. M. Don’t they?
O. M. In one way they do, in another way they don’t. They sepa-

rate the smallpox patients from the healthy people, but in dealing with 
crime they put the healthy into the pest-house along with the sick. 
That is to say, they put the beginners in with the confi rmed criminals. 
This would be well if man were naturally inclined to good, but he isn’t, 
and so association makes the beginners worse than they were when 
they went into captivity. It is putt ing a very severe punishment upon 
the comparatively innocent at times. They hang a man—which is a 
trifl ing punishment; this breaks the hearts of his family—which is a 
heavy one. They comfortably jail and feed a wife-beater, and leave his 
innocent wife and children to starve.
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Y. M. Do you believe in the doctrine that man is equipped with an 
intuitive perception of good and evil?

O. M. Adam hadn’t it.
Y. M. But has man acquired it since?
O. M. No. I think he has no intuitions of any kind. He gets all his 

ideas, all his impressions, from the outside. I keep repeating this, in the 
hope that I may so impress it upon you that you will be interested to 
observe and examine for yourself and see whether it is true or false.

Y. M. Where did you get your own aggravating notions?
O. M. From the outside. I did not invent them. They are gathered 

from a thousand unknown sources. Mainly unconsciously gathered.
Y. M. Don’t you believe that God could make an inherently honest 

man?
O. M. Yes, I know He could. I also know that He never did make one.
Y. M. A wiser observer than you has recorded the fact that “an honest 

man’s the noblest work of God.”
O. M. He didn’t record a fact, he recorded a falsity. It is windy, and 

sounds well, but it is not true. God makes a man with honest and dis-
honest Possibilities in him and stops there. The man’s associations devel-
op the possibilities—the one set or the other. The result is accordingly 
an honest man or a dishonest one.

Y. M. And the honest one is not entitled to—
O. M. Praise? No. How oft en must I tell you that? He is not the archi-

tect of his honesty.
Y. M. Now then, I will ask you where there is any sense in training 

people to lead virtuous lives. What is gained by it?
O. M. The man himself gets large advantages out of it, and that is the 

main thing—to him. He is not a peril to his neighbors, he is not a dam-
age to them —and so they get an advantage out of his virtues. That is 
the main thing to them. It can make this life comparatively comfortable 
to the parties concerned; the neglect of this training can make this life a 
constant peril and distress to the parties concerned.

Y. M. You have said that training is everything; that training is the 
man himself, for it makes him what he is.

O. M. I said training and another thing. Let that other thing pass, for 
the moment. What were you going to say?

Y. M. We have an old servant. She has been with us twenty-two 
years. Her service used to be faultless, but now she has become very 
forgetful. We are all fond of her; we all recognize that she cannot help 
the infi rmity which age has brought her; the rest of the family do not 
scold her for her remissnesses, but at times I do—I can’t seem to con-
trol myself. Don’t I try? I do try. Now, then, when I was ready to dress, 
this morning, no clean clothes had been put out. I lost my temper; I 
lose it easiest and quickest in the early morning. I rang; and imme-

diately began to warn myself not to show temper, and to be careful 
and speak gently. I safeguarded myself most carefully. I even chose 
the very words I would use: “You’ve forgott en the clean clothes, Jane.” 
When she appeared in the door I opened my mouth to say that phrase 
and out of it, moved by an instant surge of passion which I was not 
expecting and hadn’t time to put under control, came the hot rebuke, 
“You’ve forgott en them again!” You say a man always does the thing 
which will best please his Interior Master. Whence came the impulse to 
make careful preparation to save the girl the humiliation of a rebuke? 
Did that come from the Master, who is always primarily concerned 
about himself?

O. M. Unquestionably. There is no other source for any impulse. 
Secondarily you made preparation to save the girl, but primarily its ob-
ject was to save yourself, by contenting the Master.

Y. M. How do you mean?
O. M. Has any member of the family ever implored you to watch 

your temper and not fl y out at the girl?
Y. M. Yes. My mother.
O. M. You love her?
Y. M. Oh, more than that!
O. M. You would always do anything in your power to please her?
Y. M. It is a delight to me to do anything to please her!
O. M. Why? You would do it for pay, solely for profi t. What profi t would 

you expect and certainly receive from the investment?
Y. M. Personally? None. To please her is enough.
O. M. It appears, then, that your object, primarily, wasn’t to save the 

girl a humiliation, but to please your mother. It also appears that to please 
your mother gives you a strong pleasure. Is not that the profi t which 
you get out of the investment? Isn’t that the real profi t and fi rst profi t?

Y. M. Oh, well? Go on.
O. M. In all transactions, the Interior Master looks to it that you get the 

fi rst profi t. Otherwise there is no transaction.
Y. M. Well, then, if I was so anxious to get that profi t and so intent 

upon it, why did I throw it away by losing my temper?
O. M. In order to get another profi t which suddenly superseded it in 

value.
Y. M. Where was it?
O. M. Ambushed behind your born temperament, and waiting for a 

chance. Your native warm temper suddenly jumped to the front, and 
for the moment its infl uence was more powerful than your mother’s, 
and abolished it. In that instance you were eager to fl ash out a hot re-
buke and enjoy it. You did enjoy it, didn’t you?

Y. M. For—for a quarter of a second. Yes—I did.
O. M. Very well, it is as I have said: the thing which will give you the 
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most pleasure, the most satisfaction, in any moment or fraction of a mo-
ment, is the thing you will always do. You must content the Master’s 
latest whim, whatever it may be.

Y. M. But when the tears came into the old servant’s eyes I could have 
cut my hand off  for what I had done.

O. M. Right. You had humiliated yourself, you see, you had given 
yourself pain. Nothing is of fi rst importance to a man except results 
which damage him or profi t him—all the rest is secondary. Your Master 
was displeased with you, although you had obeyed him. He required 
a prompt repentance, you obeyed again; you had to—there is never any 
escape from his commands. He is a hard master and fi ckle; he changes 
his mind in the fraction of a second, but you must be ready to obey, 
and you will obey, always. If he requires repentance, to content him, 
you will always furnish it. He must be nursed, pett ed, coddled, and 
kept contented, let the terms be what they may.

Y. M. Training! Oh, what is the use of it? Didn’t I, and didn’t my 
mother try to train me up to where I would no longer fl y out at that 
girl?

O. M. Have you never managed to keep back a scolding?
Y. M. Oh, certainly—many times.
O. M. More times this year than last?
Y. M. Yes, a good many more.
O. M. More times last year than the year before?
Y. M. Yes.
O. M. There is a large improvement, then, in the two years?
Y. M. Yes, undoubtedly.
O. M. Then your question is answered. You see there is use in train-

ing. Keep on. Keep faithfully on. You are doing well.
Y. M. Will my reform reach perfection?
O. M. It will. Up to your limit.
Y. M. My limit? What do you mean by that?
O. M. You remember that you said that I said training was everything. 

I corrected you, and said “training and another thing.” That other thing 
is temperament—that is, the disposition you were born with. You can’t 
eradicate your disposition nor any rag of it—you can only put a pressure 
on it and keep it down and quiet. You have a warm temper?

Y. M. Yes.
O. M. You will never get rid of it; but by watching it you can keep it 

down nearly all the time. Its presence is your limit. Your reform will nev-
er quite reach perfection, for your temper will beat you now and then, 
but you will come near enough. You have made valuable progress and 
can make more. There is use in training. Immense use. Presently you 
will reach a new stage of development, then your progress will be eas-
ier; will proceed on a simpler basis, anyway.

Y. M. Explain.
O. M. You keep back your scoldings now, to please yourself by pleas-

ing your mother; presently the mere triumphing over your temper will 
delight your vanity and confer a more delicious pleasure and satisfac-
tion upon you than even the approbation of your mother confers upon 
you now. You will then labor for yourself directly and at fi rst hand, not 
by the roundabout way through your mother. It simplifi es the matt er, 
and it also strengthens the impulse.

Y. M. Ah, dear! But I shan’t ever reach the point where I will spare the 
girl for her sake primarily, not mine?

O. M. Why—yes. In heaven.
Y. M. (Aft er a refl ective pause.) Temperament. Well, I see one must al-

low for temperament. It is a large factor, sure enough. My mother is 
thoughtful, and not hot-tempered. When I was dressed I went to her 
room; she was not there; I called, she answered from the bathroom. I 
heard the water running. I inquired. She answered, without temper, 
that Jane had forgott en her bath, and she was preparing it herself. I 
off ered to ring, but she said, “No, don’t do that; it would only distress 
her to be confronted with her lapse, and would be a rebuke; she doesn’t 
deserve that—she is not to blame for the tricks her memory serves her.” 
I say—has my mother an Interior Master?—and where was he?

O. M. He was there. There, and looking out for his own peace and 
pleasure and contentment. The girl’s distress would have pained your 
mother. Otherwise the girl would have been rung up, distress and all. 
I know women who would have gott en a No. 1 pleasure out of ringing 
Jane up—and so they would infallibly have pushed the butt on and 
obeyed the law of their make and training, which are the servants of 
their Interior Masters. It is quite likely that a part of your mother’s for-
bearance came from training. The good kind of training—whose best 
and highest function is to see to it that every time it confers a satisfac-
tion upon its pupil a benefi t shall fall at second hand upon others.

Y. M. If you were going to condense into an admonition your plan 
for the general bett erment of the race’s condition, how would you 
word it?

Admonition

O. M. Diligently train your ideals upward and still upward toward a 
summit where you will fi nd your chiefest pleasure in conduct which, 
while contenting you, will be sure to confer benefi ts upon your neigh-
bor and the community.

Y. M. Is that a new gospel?
O. M. No.
Y. M. It has been taught before?
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O. M. For ten thousand years.
Y. M. By whom?
O. M. All the great religions all the great gospels.
Y. M. Then there is nothing new about it?
O. M. Oh yes, there is. It is candidly stated, this time. That has not 

been done before.
Y. M. How do you mean?
O. M. Haven’t I put you FIRST, and your neighbor and the commu-

nity aft erward?
Y. M. Well, yes, that is a diff erence, it is true.
O. M. The diff erence between straight speaking and crooked; the dif-

ference between frankness and shuffl  ing.
Y. M. Explain.
O. M. The others off er you a hundred bribes to be good, thus conced-

ing that the Master inside of you must be conciliated and contented 
fi rst, and that you will do nothing at fi rst hand but for his sake; then 
they turn square around and require you to do good for others’ sake 
chiefl y; and to do your duty for duty’s sake, chiefl y; and to do acts of self-
sacrifi ce. Thus at the outset we all stand upon the same ground —recog-
nition of the supreme and absolute Monarch that resides in man, and 
we all grovel before him and appeal to him; then those others dodge 
and shuffl  e, and face around and unfrankly and inconsistently and 
illogically change the form of their appeal and direct its persuasions 
to man’s second-place powers and to powers which have no existence in 
him, thus advancing them to fi rst place; whereas in my Admonition 
I stick logically and consistently to the original position: I place the 
Interior Master’s requirements fi rst, and keep them there.

Y. M. If we grant, for the sake of argument, that your scheme and the 
other schemes aim at and produce the same result—right living—has 
yours an advantage over the others?

O. M. One, yes—a large one. It has no concealments, no deceptions. 
When a man leads a right and valuable life under it he is not deceived 
as to the real chief motive which impels him to it—in those other cases 
he is.

Y. M. Is that an advantage? Is it an advantage to live a loft y life for a 
mean reason? In the other cases he lives the loft y life under the impres-
sion that he is living it for a loft y reason. Is not that an advantage?

O. M. Perhaps so. The same advantage he might get out of thinking 
himself a duke, and living a duke’s life and parading in ducal fuss and 
feathers, when he wasn’t a duke at all, and could fi nd it out if he would 
only examine the herald’s records.

Y. M. But anyway, he is obliged to do a duke’s part; he puts his hand 
in his pocket and does his benevolences on as big a scale as he can 
stand, and that benefi ts the community.

O. M. He could do that without being a duke.
Y. M. But would he?
O. M. Don’t you see where you are arriving?
Y. M. Where?
O. M. At the standpoint of the other schemes: That it is good morals 

to let an ignorant duke do showy benevolences for his pride’s sake, a 
prett y low motive, and go on doing them unwarned, lest if he were 
made acquainted with the actual motive which prompted them he 
might shut up his purse and cease to be good?

Y. M. But isn’t it best to leave him in ignorance, as long as he thinks 
he is doing good for others’ sake?

O. M. Perhaps so. It is the position of the other schemes. They think 
humbug is good enough morals when the dividend on it is good deeds 
and handsome conduct.

Y. M. It is my opinion that under your scheme of a man’s doing a 
good deed for his own sake fi rst-off , instead of fi rst for the good deed’s 
sake, no man would ever do one.

O. M. Have you committ ed a benevolence lately?
Y. M. Yes. This morning.
O. M. Give the particulars.
Y. M. The cabin of the old negro woman who used to nurse me when 

I was a child and who saved my life once at the risk of her own, was 
burned last night, and she came mourning this morning, and pleading 
for money to build another one.

O. M. You furnished it?
Y. M. Certainly.
O. M. You were glad you had the money?
Y. M. Money? I hadn’t. I sold my horse.
O. M. You were glad you had the horse?
Y. M. Of course I was; for if I hadn’t had the horse I should have been 

incapable, and my mother would have captured the chance to set old 
Sally up.

O. M. You were cordially glad you were not caught out and inca-
pable?

Y. M. Oh, I just was!
O. M. Now, then—
Y. M. Stop where you are! I know your whole catalogue of questions, 

and I could answer every one of them without your wasting the time 
to ask them; but I will summarize the whole thing in a single remark: I 
did the charity knowing it was because the act would give me a splen-
did pleasure, and because old Sally’s moving gratitude and delight 
would give me another one; and because the refl ection that she would 
be happy now and out of her trouble would fi ll me full of happiness. I 
did the whole thing with my eyes open and recognizing and realizing 
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that I was looking out for my share of the profi ts fi rst. Now then, I have 
confessed. Go on.

O. M. I haven’t anything to off er; you have covered the whole ground. 
Could you have been any more strongly moved to help Sally out of her 
trouble —could you have done the deed any more eagerly—if you had 
been under the delusion that you were doing it for her sake and profi t 
only?

Y. M. No! Nothing in the world could have made the impulse which 
moved me more powerful, more masterful, more thoroughly irresist-
ible. I played the limit!

O. M. Very well. You begin to suspect—and I claim to know that when 
a man is a shade more strongly moved to do one of two things or of two 
dozen things than he is to do any one of the others, he will infallibly 
do that one thing, be it good or be it evil; and if it be good, not all the 
beguilements of all the casuistries can increase the strength of the im-
pulse by a single shade or add a shade to the comfort and contentment 
he will get out of the act.

Y. M. Then you believe that such tendency toward doing good as is 
in men’s hearts would not be diminished by the removal of the delu-
sion that good deeds are done primarily for the sake of No. 2 instead 
of for the sake of No. 1?

O. M. That is what I fully believe.
Y. M. Doesn’t it somehow seem to take from the dignity of the deed?
O. M. If there is dignity in falsity, it does. It removes that.
Y. M. What is left  for the moralist to do?
O. M. Teach unreservedly what he already teaches with one side of 

his mouth and takes back with the other: Do right for your own sake, 
and be happy in knowing that your neighbor will certainly share in the 
benefi ts resulting.

Y. M. Repeat your Admonition.
O. M. Diligently train your ideals upward and still upward toward a sum-

mit where you will fi nd your chiefest pleasure in conduct which, while con-
tenting you, will be sure to confer benefi ts upon your neighbor and the com-
munity.

Y. M. One’s every act proceeds from exterior infl uences, you think?
O. M. Yes.
Y. M. If I conclude to rob a person, I am not the originator of the idea, 

but it comes in from the outside? I see him handling money—for in-
stance—and that moves me to the crime?

O. M. That, by itself? Oh, certainly not. It is merely the latest outside 
infl uence of a procession of preparatory infl uences stretching back 
over a period of years. No single outside infl uence can make a man do a 
thing which is at war with his training. The most it can do is to start his 
mind on a new tract and open it to the reception of new infl uences —as 

in the case of Ignatius Loyola. In time these infl uences can train him to 
a point where it will be consonant with his new character to yield to 
the fi nal infl uence and do that thing. I will put the case in a form which 
will make my theory clear to you, I think. Here are two ingots of vir-
gin gold. They shall represent a couple of characters which have been 
refi ned and perfected in the virtues by years of diligent right training. 
Suppose you wanted to break down these strong and well-compacted 
characters—what infl uence would you bring to bear upon the ingots?

Y. M. Work it out yourself. Proceed.
O. M. Suppose I turn upon one of them a steamjet during a long suc-

cession of hours. Will there be a result?
Y. M. None that I know of.
O. M. Why?
Y. M. A steam-jet cannot break down such a substance.
O. M. Very well. The steam is an outside infl uence, but it is ineff ec-

tive because the gold takes no interest in it. The ingot remains as it was. 
Suppose we add to the steam some quicksilver in a vaporized condition, 
and turn the jet upon the ingot, will there be an instantaneous result?

Y. M. No.
O. M. The quicksilver is an outside infl uence which gold (by its pecu-

liar nature—say temperament, disposition) cannot be indiff erent to. It stirs 
the interest of the gold, although we do not perceive it; but a single 
application of the infl uence works no damage. Let us continue the ap-
plication in a steady stream, and call each minute a year. By the end of 
ten or twenty minutes—ten or twenty years—the litt le ingot is sodden 
with quicksilver, its virtues are gone, its character is degraded. At last 
it is ready to yield to a temptation which it would have taken no notice 
of, ten or twenty years ago. We will apply that temptation in the form 
of a pressure of my fi nger. You note the result?

Y. M. Yes; the ingot has crumbled to sand. I understand, now. It is not 
the single outside infl uence that does the work, but only the last one of 
a long and disintegrating accumulation of them. I see, now, how my 
single impulse to rob the man is not the one that makes me do it, but 
only the last one of a preparatory series. You might illustrate it with a 
parable.

A Parable

O. M. I will. There was once a pair of New England boys—twins. 
They were alike in good dispositions, fl eckless morals, and personal 
appearance. They were the models of the Sunday-school. At fi ft een 
George had an opportunity to go as cabin-boy in a whale-ship, and 
sailed away for the Pacifi c. Henry remained at home in the village. At 
eighteen George was a sailor before the mast, and Henry was teacher 
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of the advanced Bible class. At twenty-two George, through fi ghting-
habits and drinking-habits acquired at sea and in the sailor boarding-
houses of the European and Oriental ports, was a common rough in 
Hong-Kong, and out of a job; and Henry was superintendent of the 
Sunday-school. At twenty-six George was a wanderer, a tramp, and 
Henry was pastor of the village church. Then George came home, and 
was Henry’s guest. One evening a man passed by and turned down the 
lane, and Henry said, with a pathetic smile, “Without intending me a 
discomfort, that man is always keeping me reminded of my pinching 
poverty, for he carries heaps of money about him, and goes by here 
every evening of his life.” That outside infl uence—that remark—was 
enough for George, but it was not the one that made him ambush the 
man and rob him, it merely represented the eleven years’ accumulation 
of such infl uences, and gave birth to the act for which their long gesta-
tion had made preparation. It had never entered the head of Henry to 
rob the man—his ingot had been subjected to clean steam only; but 
George’s had been subjected to vaporized quicksilver.   

V

MORE ABOUT THE MACHINE

Note.—When Mrs. W. asks how can a millionaire give a single dollar to colleges and 
museums while one human being is destitute of bread, she has answered her ques-
tion herself. Her feeling for the poor shows that she has a standard of benevolence; 
therefore she has conceded the millionaire’s privilege of having a standard; since 
she evidently requires him to adopt her standard, she is by that act requiring herself 
to adopt his. The human being always looks down when he is examining another 
person’s standard; he never fi nds one that he has to examine by looking up.

The Man-Machine Again

Young Man. You really think man is a mere machine?
Old Man. I do.
Y. M. And that his mind works automatically and is independent of 

his control—carries on thought on its own hook?
O. M. Yes. It is diligently at work, unceasingly at work, during every 

waking moment. Have you never tossed about all night, imploring, 
beseeching, commanding your mind to stop work and let you go to 
sleep?—you who perhaps imagine that your mind is your servant and 
must obey your orders, think what you tell it to think, and stop when 
you tell it to stop. When it chooses to work, there is no way to keep it 
still for an instant. The brightest man would not be able to supply it 
with subjects if he had to hunt them up. If it needed the man’s help it 
would wait for him to give it work when he wakes in the morning.

Y. M. Maybe it does.
O. M. No, it begins right away, before the man gets wide enough 

awake to give it a suggestion. He may go to sleep saying, “The mo-
ment I wake I will think upon such and such a subject,” but he will fail. 
His mind will be too quick for him; by the time he has become nearly 
enough awake to be half conscious, he will fi nd that it is already at 
work upon another subject. Make the experiment and see.

Y. M. At any rate, he can make it stick to a subject if he wants to.
O. M. Not if it fi nds another that suits it bett er. As a rule it will listen 

to neither a dull speaker nor a bright one. It refuses all persuasion. The 
dull speaker wearies it and sends it far away in idle dreams; the bright 
speaker throws out stimulating ideas which it goes chasing aft er and 
is at once unconscious of him and his talk. You cannot keep your mind 
from wandering, if it wants to; it is master, not you.

Aft er an Interval of Days

O. M. Now, dreams—but we will examine that later. Meantime, did 
you try commanding your mind to wait for orders from you, and not 
do any thinking on its own hook?

Y. M. Yes, I commanded it to stand ready to take orders when I 
should wake in the morning.

O. M. Did it obey?
Y. M. No. It went to thinking of something of its own initiation, with-

out waiting for me. Also—as you suggested—at night I appointed a 
theme for it to begin on in the morning, and commanded it to begin on 
that one and no other.

O. M. Did it obey?
Y. M. No.
O. M. How many times did you try the experiment?
Y. M. Ten.
O. M. How many successes did you score?
Y. M. Not one.
O. M. It is as I have said: the mind is independent of the man. He has 

no control over it; it does as it pleases. It will take up a subject in spite 
of him; it will stick to it in spite of him; it will throw it aside in spite of 
him. It is entirely independent of him.

Y. M. Go on. Illustrate.
O. M. Do you know chess?
Y. M. I learned it a week ago.
O. M. Did your mind go on playing the game all night that fi rst night?
Y. M. Don’t mention it!
O. M. It was eagerly, unsatisfi ably interested; it rioted in the combi-

nations; you implored it to drop the game and let you get some sleep?
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Y. M. Yes. It wouldn’t listen; it played right along. It wore me out and 
I got up haggard and wretched in the morning.

O. M. At some time or other you have been captivated by a ridicu-
lous rhyme-jingle?

Y. M. Indeed, yes!

“I saw Esau kissing Kate,
And she saw I saw Esau;

I saw Esau, he saw Kate,
And she saw—“

And so on. My mind went mad with joy over it. It repeated it all day 
and all night for a week in spite of all I could do to stop it, and it 
seemed to me that I must surely go crazy.

O. M. And the new popular song?
Y. M. Oh yes! “In the Swee-eet By and By”; etc. Yes, the new popular 

song with the taking melody sings through one’s head day and night, 
asleep and awake, till one is a wreck. There is no gett ing the mind to 
let it alone.

O. M. Yes, asleep as well as awake. The mind is quite independent. It 
is master. You have nothing to do with it. It is so apart from you that it 
can conduct its aff airs, sing its songs, play its chess, weave its complex 
and ingeniously constructed dreams, while you sleep. It has no use for 
your help, no use for your guidance, and never uses either, whether 
you be asleep or awake. You have imagined that you could originate a 
thought in your mind, and you have sincerely believed you could do it.

Y. M. Yes, I have had that idea.
O. M. Yet you can’t originate a dream-thought for it to work out, and 

get it accepted?
Y. M. No.
O. M. And you can’t dictate its procedure aft er it has originated a 

dream-thought for itself?
Y. M. No. No one can do it. Do you think the waking mind and the 

dream mind are the same machine?
O. M. There is argument for it. We have wild and fantastic day-

thoughts? Things that are dreamlike?
Y. M. Yes—like Mr. Wells’s man who invented a drug that made him 

invisible; and like the Arabian tales of the Thousand Nights.
O. M. And there are dreams that are rational, simple, consistent, and 

unfantastic?
Y. M. Yes. I have dreams that are like that. Dreams that are just like 

real life; dreams in which there are several persons with distinctly dif-
ferentiated characters—inventions of my mind and yet strangers to me: 
a vulgar person; a refi ned one; a wise person; a fool; a cruel person; a 
kind and compassionate one; a quarrelsome person; a peacemaker; old 

persons and young; beautiful girls and homely ones. They talk in char-
acter, each preserves his own characteristics. There are vivid fi ghts, 
vivid and biting insults, vivid love-passages; there are tragedies and 
comedies, there are griefs that go to one’s heart, there are sayings and 
doings that make you laugh: indeed, the whole thing is exactly like 
real life.

O. M. Your dreaming mind originates the scheme, consistently and 
artistically develops it, and carries the litt le drama creditably through 
all without help or suggestion from you?

Y. M. Yes.
O. M. It is argument that it could do the like awake without help 

or suggestion from you—and I think it does. It is argument that it is 
the same old mind in both cases, and never needs your help. I think 
the mind is purely a machine, a thoroughly independent machine, an 
automatic machine. Have you tried the other experiment which I sug-
gested to you?

Y. M. Which one?
O. M. The one which was to determine how much infl uence you 

have over your mind—if any.
Y. M. Yes, and got more or less entertainment out of it. I did as you 

ordered: I placed two texts before my eyes—one a dull one and barren 
of interest, the other one full of interest, infl amed with it, white-hot 
with it. I commanded my mind to busy itself solely with the dull one.

O. M. Did it obey?
Y. M. Well, no, it didn’t. It busied itself with the other one.
O. M. Did you try hard to make it obey?
Y. M. Yes, I did my honest best.
O. M. What was the text which it refused to be interested in or think 

about?
Y. M. It was this question: If A owes B a dollar and a half, and B owes 

C two and three-quarters, and C owes A thirty-fi ve cents, and D and 
A together owe E and B three-sixteenths of—of—I don’t remember the 
rest, now, but anyway it was wholly uninteresting, and I could not 
force my mind to stick to it even half a minute at a time; it kept fl ying 
off  to the other text.

O. M. What was the other text?
Y. M. It is no matt er about that.
O. M. But what was it?
Y. M. A photograph.
O. M. Your own?
Y. M. No. It was hers.
O. M. You really made an honest good test. Did you make a second 

trial?
Y. M. Yes. I commanded my mind to interest itself in the morning 
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paper’s report of the pork-market, and at the same time I reminded it 
of an experience of mine of sixteen years ago. It refused to consider the 
pork and gave its whole blazing interest to that ancient incident.

O. M. What was the incident?
Y. M. An armed desperado slapped my face in the presence of twen-

ty spectators. It makes me wild and murderous every time I think of 
it.

O. M. Good tests, both; very good tests. Did you try my other sug-
gestion?

Y. M. The one which was to prove to me that if I would leave my mind 
to its own devices it would fi nd things to think about without any of 
my help, and thus convince me that it was a machine, an automatic 
machine, set in motion by exterior infl uences, and as independent of 
me as it could be if it were in some one else’s skull? Is that the one?

O. M. Yes.
Y. M. I tried it. I was shaving. I had slept well, and my mind was 

very lively, even gay and frisky. It was reveling in a fantastic and joyful 
episode of my remote boyhood which had suddenly fl ashed up in my 
memory—moved to this by the spectacle of a yellow cat picking its way 
carefully along the top of the garden wall. The color of this cat brought 
the bygone cat before me, and I saw her walking along the side-step of 
the pulpit; saw her walk on to a large sheet of sticky fl y-paper and get 
all her feet involved; saw her struggle and fall down, helpless and dis-
satisfi ed, more and more urgent, more and more unreconciled, more 
and more mutely profane; saw the silent congregation quivering like 
jelly, and the tears running down their faces. I saw it all. The sight of 
the tears whisked my mind to a far distant and a sadder scene—in 
Terra del Fuego—and with Darwin’s eyes I saw a naked great savage 
hurl his litt le boy against the rocks for a trifl ing fault; saw the poor 
mother gather up her dying child and hug it to her breast and weep, 
utt ering no word. Did my mind stop to mourn with that nude black 
sister of mine? No—it was far away from that scene in an instant, and 
was busying itself with an ever-recurring and disagreeable dream of 
mine. In this dream I always fi nd myself, stripped to my shirt, cring-
ing and dodging about in the midst of a great drawing-room throng of 
fi nely dressed ladies and gentlemen, and wondering how I got there. 
And so on and so on, picture aft er picture, incident aft er incident, a 
drift ing panorama of ever-changing, ever-dissolving views manufac-
tured by my mind without any help from me—why, it would take me 
two hours to merely name the multitude of things my mind tallied off  
and photographed in fi ft een minutes, let alone describe them to you.

O. M. A man’s mind, left  free, has no use for his help. But there is one 
way whereby he can get its help when he desires it.

Y. M. What is that way?

O. M. When your mind is racing along from subject to subject and 
strikes an inspiring one, open your mouth and begin talking upon that 
matt er—or take your pen and use that. It will interest your mind and 
concentrate it, and it will pursue the subject with satisfaction. It will 
take full charge, and furnish the words itself.

Y. M. But don’t I tell it what to say?
O. M. There are certainly occasions when you haven’t time. The 

words leap out before you know what is coming.
Y. M. For instance?
O. M. Well, take a “fl ash of wit”—repartee. Flash is the right word. 

It is out instantly. There is no time to arrange the words. There is no 
thinking, no refl ecting. Where there is a wit-mechanism it is automatic 
in its action and needs no help. Where the wit-mechanism is lacking, 
no amount of study and refl ection can manufacture the product.

Y. M. You really think a man originates nothing, creates nothing.

The Thinking-Process

O. M. I do. Men perceive, and their brain-machines automatically 
combine the things perceived. That is all.

Y. M. The steam-engine?
O. M. It takes fi ft y men a hundred years to invent it. One meaning 

of invent is discover. I use the word in that sense. Litt le by litt le they 
discover and apply the multitude of details that go to make the perfect 
engine. Watt  noticed that confi ned steam was strong enough to lift  the 
lid of the teapot. He didn’t create the idea, he merely discovered the 
fact; the cat had noticed it a hundred times. From the teapot he evolved 
the cylinder—from the displaced lid he evolved the piston-rod. To at-
tach something to the piston-rod to be moved by it, was a simple mat-
ter—crank and wheel. And so there was a working engine.1

One by one, improvements were discovered by men who used their 
eyes, not their creating powers—for they hadn’t any—and now, aft er a 
hundred years the patient contributions of fi ft y or a hundred observ-
ers stand compacted in the wonderful machine which drives the ocean 
liner.

Y. M. A Shakespearian play?
O. M. The process is the same. The fi rst actor was a savage. He repro-

duced in his theatrical war-dances, scalp-dances, and so on, incidents 
which he had seen in real life. A more advanced civilization produced 
more incidents, more episodes; the actor and the story-teller borrowed 
them. And so the drama grew, litt le by litt le, stage by stage. It is made 
up of the facts of life, not creations. It took centuries to develop the 

1The Marquess of Worcester had done all of this more than a century earlier.
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Greek drama. It borrowed from preceding ages; it lent to the ages that 
came aft er. Men observe and combine, that is all. So does a rat.

Y. M. How?
O. M. He observes a smell, he infers a cheese, he seeks and fi nds. The 

astronomer observes this and that; adds his this and that to the this-
and-thats of a hundred predecessors, infers an invisible planet, seeks 
it and fi nds it. The rat gets into a trap; gets out with trouble; infers 
that cheese in traps lacks value, and meddles with that trap no more. 
The astronomer is very proud of his achievement, the rat is proud of 
his. Yet both are machines; they have done machine work, they have 
originated nothing, they have no right to be vain; the whole credit be-
longs to their Maker. They are entitled to no honors, no praises, no 
monuments when they die, no remembrance. One is a complex and 
elaborate machine, the other a simple and limited machine, but they 
are alike in principle, function, and process, and neither of them works 
otherwise than automatically, and neither of them may righteously 
claim a personal superiority or a personal dignity above the other.

Y. M. In earned personal dignity, then, and in personal merit for 
what he does, it follows of necessity that he is on the same level as a 
rat?

O. M. His brother the rat; yes, that is how it seems to me. Neither of 
them being entitled to any personal merit for what he does, it follows 
of necessity that neither of them has a right to arrogate to himself (per-
sonally created) superiorities over his brother.

Y. M. Are you determined to go on believing in these insanities? 
Would you go on believing in them in the face of able arguments 
backed by collated facts and instances?

O. M. I have been a humble, earnest, and sincere Truth-Seeker.
Y. M. Very well?
O. M. The humble, earnest, and sincere Truth-Seeker is always con-

vertible by such means.
Y. M. I am thankful to God to hear you say this, for now I know that 

your conversion—
O. M. Wait. You misunderstand. I said I have been a Truth-Seeker.
Y. M. Well?
O. M. I am not that now. Have you forgott en? I told you that there 

are none but temporary Truth-Seekers; that a permanent one is a hu-
man impossibility; that as soon as the Seeker fi nds what he is thor-
oughly convinced is the Truth, he seeks no further, but gives the 
rest of his days to hunting junk to patch it and caulk it and prop it 
with, and make it weather-proof and keep it from caving in on him. 
Hence the Presbyterian remains a Presbyterian, the Mohammedan a 
Mohammedan, the Spiritualist a Spiritualist, the Democrat a Democrat, 
the Republican a Republican, the Monarchist a Monarchist; and if a 

humble, earnest, and sincere Seeker aft er Truth should fi nd it in the 
proposition that the moon is made of green cheese nothing could ever 
budge him from that position; for he is nothing but an automatic ma-
chine, and must obey the laws of his construction.

Y. M. And so—
O. M. Having found the Truth; perceiving that beyond question man 

has but one moving impulse—the contenting of his own spirit—and 
is merely a machine and entitled to no personal merit for anything he 
does, it is not humanly possible for me to seek further. The rest of my 
days will be spent in patching and painting and putt ying and caulking 
my priceless possession and in looking the other way when an implor-
ing argument or a damaging fact approaches.

VI

INSTINCT AND THOUGHT

Young Man. It is odious. Those drunken theories of yours, advanced 
a while ago—concerning the rat and all that—strip Man bare of all his 
dignities, grandeurs, sublimities.

Old Man. He hasn’t any to strip—they are shams, stolen clothes. He 
claims credits which belong solely to his Maker.

Y. M. But you have no right to put him on a level with a rat.
O. M. I don’t—morally. That would not be fair to the rat. The rat is 

well above him, there.
Y. M. Are you joking?
O. M. No, I am not.
Y. M. Then what do you mean?
O. M. That comes under the head of the Moral Sense. It is a large 

question. Let us fi nish with what we are about now, before we take it 
up.

Y. M. Very well. You have seemed to concede that you place Man and 
the rat on a level. What is it? The intellectual?

O. M. In form—not in degree.
Y. M. Explain.
O. M. I think that the rat’s mind and the man’s mind are the same 

machine, but of unequal capacities—like yours and Edison’s; like the 
African pygmy’s and Homer’s; like the Bushman’s and Bismarck’s.

Y. M. How are you going to make that out, when the lower animals 
have no mental quality but instinct, while man possesses reason?

O. M. What is instinct?
Y. M. It is merely unthinking and mechanical exercise of inherited 

habit.
O. M. What originated the habit?
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Y. M. The fi rst animal started it, its descendants have inherited it.
O. M. How did the fi rst one come to start it?
Y. M. I don’t know; but it didn’t think it out.
O. M. How do you know it didn’t?
Y. M. Well—I have a right to suppose it didn’t, anyway.
O. M. I don’t believe you have. What is thought?
Y. M. I know what you call it: the mechanical and automatic putt ing 

together of impressions received from outside, and drawing an infer-
ence from them.

O. M. Very good. Now my idea of the meaningless term “instinct” 
is, that it is merely petrifi ed thought; solidifi ed and made inanimate by 
habit; thought which was once alive and awake, but is become uncon-
scious—walks in its sleep, so to speak.

Y. M. Illustrate it.
O. M. Take a herd of cows, feeding in a pasture. Their heads are 

all turned in one direction. They do that instinctively; they gain noth-
ing by it, they have no reason for it, they don’t know why they do it. 
It is an inherited habit which was originally thought—that is to say, 
observation of an exterior fact, and a valuable inference drawn from 
that observation and confi rmed by experience. The original wild ox 
noticed that with the wind in his favor he could smell his enemy in 
time to escape; then he inferred that it was worth while to keep his 
nose to the wind. That is the process which man calls reasoning. Man’s 
thought-machine works just like the ‘other animals’, but it is a bett er 
one and more Edisonian. Man, in the ox’s place, would go further, rea-
son wider: he would face part of the herd the other way and protect 
both front and rear.

Y. M. Did you say the term instinct is meaningless?
O. M. I think it is a bastard word. I think it confuses us; for as a rule 

it applies itself to habits and impulses which had a far-off  origin in 
thought, and now and then breaks the rule and applies itself to habits 
which can hardly claim a thought-origin.

Y. M. Give an instance.
O. M. Well, in putt ing on trousers a man always inserts the same old 

leg fi rst—never the other one. There is no advantage in that, and no 
sense in it. All men do it, yet no man thought it out and adopted it of 
set purpose, I imagine. But it is a habit which is transmitt ed, no doubt, 
and will continue to be transmitt ed.

Y. M. Can you prove that the habit exists?
O. M. You can prove it, if you doubt. If you will take a man to a 

clothing-store and watch him try on a dozen pairs of trousers, you 
will see.

Y. M. The cow illustration is not—
O. M. Suffi  cient to show that a dumb animal’s mental machine is just 

the same as a man’s and its reasoning processes the same? I will illus-
trate further. If you should hand Mr. Edison a box which you caused to 
fl y open by some concealed device he would infer a spring, and would 
hunt for it and fi nd it. Now an uncle of mine had an old horse who 
used to get into the closed lot where the corncrib was and dishonestly 
take the corn. I got the punishment myself, as it was supposed that 
I had heedlessly failed to insert the wooden pin which kept the gate 
closed. These persistent punishments fatigued me; they also caused 
me to infer the existence of a culprit, somewhere; so I hid myself and 
watched the gate. Presently the horse came and pulled the pin out with 
his teeth and went in. Nobody taught him that; he had observed—then 
thought it out for himself. His process did not diff er from Edison’s; he 
put this and that together and drew an inference—and the peg, too; 
but I made him sweat for it.

Y. M. It has something of the seeming of thought about it. Still it is 
not very elaborate. Enlarge.

O. M. Suppose that Edison has been enjoying some one’s hospitali-
ties. He comes again by and by, and the house is vacant. He infers that 
his host has moved. A while aft erward, in another town, he sees the 
man enter a house; he infers that that is the new home, and follows to 
inquire. Here, now, is the experience of a gull, as related by a natural-
ist. The scene is a Scotch fi shing village where the gulls were kindly 
treated. This particular gull visited a cott age; was fed; came next day 
and was fed again; came into the house, next time, and ate with the 
family; kept on doing this almost daily, thereaft er. But, once the gull 
was away on a journey for a few days, and when it returned the house 
was vacant. Its friends had removed to a village three miles distant. 
Several months later it saw the head of the family on the street there, 
followed him home, entered the house without excuse or apology, and 
became a daily guest again. Gulls do not rank high mentally, but this 
one had memory and the reasoning faculty, you see, and applied them 
Edisonially.

Y. M. Yet it was not an Edison and couldn’t be developed into one.
O. M. Perhaps not. Could you?
Y. M. That is neither here nor there. Go on.
O. M. If Edison were in trouble and a stranger helped him out of it 

and next day he got into the same diffi  culty again, he would infer the 
wise thing to do in case he knew the stranger’s address. Here is a case 
of a bird and a stranger as related by a naturalist. An Englishman saw 
a bird fl ying around about his dog’s head, down in the grounds, and 
utt ering cries of distress. He went there to see about it. The dog had a 
young bird in his mouth—unhurt. The gentleman rescued it and put 
it on a bush and brought the dog away. Early the next morning the 
mother bird came for the gentleman, who was sitt ing on his veranda, 
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and by its maneuvers persuaded him to follow it to a distant part of 
the grounds—fl ying a litt le way in front of him and waiting for him to 
catch up, and so on; and keeping to the winding path, too, instead of 
fl ying the near way across lots. The distance covered was four hundred 
yards. The same dog was the culprit; he had the young bird again, and 
once more he had to give it up. Now the mother bird had reasoned 
it all out: since the stranger had helped her once, she inferred that he 
would do it again; she knew where to fi nd him, and she went upon 
her errand with confi dence. Her mental processes were what Edison’s 
would have been. She put this and that together—and that is all that 
thought is—and out of them built her logical arrangement of infer-
ences. Edison couldn’t have done it any bett er himself.

Y. M. Do you believe that many of the dumb animals can think?
O. M. Yes—the elephant, the monkey, the horse, the dog, the parrot, 

the macaw, the mocking-bird, and many others. The elephant whose 
mate fell into a pit, and who dumped dirt and rubbish into the pit till 
the bott om was raised high enough to enable the captive to step out, 
was equipped with the reasoning quality. I conceive that all animals 
that can learn things through teaching and drilling have to know how 
to observe, and put this and that together and draw an inference—the 
process of thinking. Could you teach an idiot the manual of arms, and 
to advance, retreat, and go through complex fi eld maneuvers at the 
word of command?

Y. M. Not if he were a thorough idiot.
O. M. Well, canary-birds can learn all that; dogs and elephants learn 

all sorts of wonderful things. They must surely be able to notice, and 
to put things together, and say to themselves, “ I get the idea, now: 
when I do so and so, as per order, I am praised and fed; when I do 
diff erently I am punished.” Fleas can be taught nearly anything that a 
Congressman can.

Y. M. Granting, then, that dumb animals are able to think upon a low 
plane, is there any that can think upon a high one? Is there one that is 
well up toward man?

O. M. Yes. As a thinker and planner the ant is the equal of any savage 
race of men; as a self-educated specialist in several arts she is the supe-
rior of any savage race of men; and in one or two high mental qualities 
she is above the reach of any man, savage or civilized!

Y. M. Oh, come! you are abolishing the intellectual frontier which 
separates man and beast.

O. M. I beg your pardon. One cannot abolish what does not exist.
Y. M. You are not in earnest, I hope. You cannot mean to seriously 

say there is no such frontier.
O. M. I do say it seriously. The instances of the horse, the gull, the 

mother bird, and the elephant show that those creatures put their this’s 

and thats together just as Edison would have done it and drew the 
same inferences that he would have drawn. Their mental machinery 
was just like his, also its manner of working. Their equipment was as 
inferior to his in elaboration as a Waterbury is inferior to the Strasburg 
clock, but that is the only diff erence—there is no frontier.

Y. M. It looks exasperatingly true; and is distinctly off ensive. It el-
evates the dumb beasts to—to—

O. M. Let us drop that lying phrase, and call them the Unrevealed 
Creatures; so far as we can know, there is no such thing as a dumb 
beast.

Y. M. On what grounds do you make that assertion?
O. M. On quite simple ones. “Dumb” beast suggests an animal that 

has no thought-machinery, no understanding, no speech, no way of 
communicating what is in its mind. We know that a hen has speech. 
We cannot understand everything she says, but we easily learn two 
or three of her phrases. We know when she is saying, “I have laid an 
egg”; we know when she is saying to the chicks, “Run here, dears, I’ve 
found a worm”; we know what she is saying when she voices a warn-
ing: “Quick! hurry! gather yourselves under mamma, there’s a hawk 
coming!” We understand the cat when she stretches herself out, purr-
ing with aff ection and contentment and lift s up a soft  voice and says, 
“Come, kitt ies, supper’s ready”; we understand her when she goes 
mourning about and says, “ Where can they be? They are lost. Won’t 
you help me hunt for them?” and we understand the disreputable Tom 
when he challenges at midnight from his shed, “You come over here, 
you product of immoral commerce, and I’ll make your fur fl y!” We 
understand a few of a dog’s phrases and we learn to understand a 
few of the remarks and gestures of any bird or other animal that we 
domesticate and observe. The clearness and exactness of the few of the 
hen’s speeches which we understand is argument that she can commu-
nicate to her kind a hundred things which we cannot comprehend—in 
a word, that she can converse. And this argument is also applicable 
in the case of others of the great army of the Unrevealed. It is just like 
man’s vanity and impertinence to call an animal dumb because it is 
dumb to his dull perceptions. Now as to the ant—

Y. M. Yes, go back to the ant, the creature that. —as you seem to 
think—sweeps away the last vestige of an intellectual frontier between 
man and the Unrevealed.

O. M. That is what she surely does. In all his history the aboriginal 
Australian never thought out a house for himself and built it. The ant 
is an amazing architect. She is a wee litt le creature, but she builds a 
strong and enduring house eight feet high—a house which is as large 
in proportion to her size as is the largest capitol or cathedral in the 
world compared to man’s size. No savage race has produced architects 
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who could approach the ant in genius or culture. No civilized race 
has produced architects who could plan a house bett er for the uses 
proposed than can hers. Her house contains a throne-room; nurseries 
for her young; granaries; apartments for her soldiers, her workers, etc.; 
and they and the multifarious halls and corridors which communicate 
with them are arranged and distributed with an educated and experi-
enced eye for convenience and adaptability.

Y. M. That could be mere instinct.
O. M. It would elevate the savage if he had it. But let us look further 

before we decide. The ant has soldiers—batt alions, regiments, armies; 
and they have their appointed captains and generals, who lead them 
to batt le.

Y. M. That could be instinct, too.
O. M. We will look still further. The ant has a system of government; 

it is well planned, elaborate, and is well carried on.
Y. M. Instinct again.
O. M. She has crowds of slaves, and is a hard and unjust employer 

of forced labor.
Y. M. Instinct.
O. M. She has cows, and milks them.
Y. M. Instinct, of course.
O. M. In Texas she lays out a farm twelve feet square, plants it, weeds 

it, cultivates it, gathers the crop and stores it away.
Y. M. Instinct, all the same.
O. M. The ant discriminates between friend and stranger. Sir John 

Lubbock took ants from two diff erent nests, made them drunk with 
whisky and laid them, unconscious, by one of the nests, near some 
water. Ants from the nest came and examined and discussed these dis-
graced creatures, then carried the friends home and threw the strang-
ers overboard. Sir John repeated the experiment a number of times. 
For a time the sober ants did as they had done at fi rst—carried their 
friends home and threw the strangers overboard. But fi nally they lost 
patience, seeing that their reformatory eff orts went for nothing, and 
threw both friends and strangers overboard. Come—is this instinct, or 
is it thoughtful and intelligent discussion of a thing new—absolutely 
new—to their experience; with a verdict arrived at, sentence passed, 
and judgment executed? Is it instinct?—thought petrifi ed by ages of 
habit—or isn’t it brand-new thought, inspired by the new occasion, the 
new circumstances?

Y. M. I have to concede it. It was not a result of habit; it has all the look 
of refl ection, thought, putt ing this and that together, as you phrase it. 
I believe it was thought.

O. M. I will give you another instance of thought. Franklin had a 
cup of sugar on a table in his room. The ants got at it. He tried several 

preventives; the ants rose superior to them. Finally he contrived one 
which shut off  access—probably set the table’s legs in pans of water, or 
drew a circle of tar around the cup, I don’t remember. At any rate, he 
watched to see what they would do. They tried various schemes—fail-
ures, every one. The ants were badly puzzled. Finally they held a con-
sultation, discussed the problem, arrived at a decision—and this time 
they beat that great philosopher. They formed in procession, crossed 
the fl oor, climbed the wall, marched across the ceiling to a point just 
over the cup, then one by one they let go and fell down into it! Was that 
instinct—thought petrifi ed by ages of inherited habit?

Y. M. No, I don’t believe it was. I believe it was a newly reasoned 
scheme to meet a new emergency.

O. M. Very well. You have conceded the reasoning power in two 
instances. I come now to a mental detail wherein the ant is a long way 
the superior of any human being. Sir John Lubbock proved by many 
experiments that an ant knows a stranger ant of her own species in 
a moment, even when the stranger is disguised—with paint. Also he 
proved that an ant knows every individual in her hive of fi ve hundred 
thousand souls. Also, aft er a year’s absence of one of the fi ve hundred 
thousand she will straightway recognize the returned absentee and 
grace the recognition with an aff ectionate welcome. How are these 
recognitions made? Not by color, for painted ants were recognized. 
Not by smell, for ants that had been dipped in chloroform were recog-
nized. Not by speech and not by antennae signs nor contacts, for the 
drunken and motionless ants were recognized and the friend discrimi-
nated from the stranger. The ants were all of the same species, there-
fore the friends had to be recognized by form and feature—friends 
who formed part of a hive of fi ve hundred thousand! Has any man a 
memory for form and feature approaching that?

Y. M. Certainly not.
O. M. Franklin’s ants and Lubbock’s ants show fi ne capacities of put-

ting this and that together in new and untried emergencies and de-
ducting smart conclusions from the combinations— a man’s mental 
process exactly. With memory to help, man preserves his observations 
and reasonings, refl ects upon them, adds to them, recombines, and 
so proceeds, stage by stage, to far results—from the teakett le to the 
ocean greyhound’s complex engine; from personal labor to slave la-
bor; from wigwam to palace; from the capricious chase to agriculture 
and stored food; from nomadic life to stable government and concen-
trated authority; from incoherent hordes to massed armies. The ant 
has observation, the reasoning faculty, and the preserving adjunct of 
a prodigious memory; she has duplicated man’s development and the 
essential features of his civilization, and you call it all instinct!

Y. M. Perhaps I lacked the reasoning faculty myself.
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O. M. Well, don’t tell anybody, and don’t do it again.
Y. M. We have come a good way. As a result—as I understand it—I 

am required to concede that there is absolutely no intellectual frontier 
separating Man and the Unrevealed Creatures?

O. M. That is what you are required to concede. There is no such 
frontier—there is no way to get around that. Man has a fi ner and more 
capable machine in him than those others, but it is the same machine 
and works in the same way. And neither he nor those others can com-
mand the machine—it is strictly automatic, independent of control, 
works when it pleases, and when it doesn’t please, it can’t be forced.

Y. M. Then man and the other animals are all alike, as to mental ma-
chinery, and there isn’t any diff erence of any stupendous magnitude 
between them, except in quality, not in kind.

O. M. That is about the state of it—intellectuality. There are pro-
nounced limitations on both sides. We can’t learn to understand much 
of their language, but the dog, the elephant, etc., learn to understand 
a very great deal of ours. To that extent they are our superiors. On the 
other hand, they can’t learn reading, writing, etc., nor any of our fi ne 
and high things, and there we have a large advantage over them.

Y. M. Very well, let them have what they’ve got, and welcome; there 
is still a wall, and a loft y one. They haven’t got the Moral Sense; we 
have it, and it lift s us immeasurably above them.

O. M. What makes you think that?
Y. M. Now look here—let us call a halt. I have stood the other infa-

mies and insanities and that is enough; I am not going to have man and 
the other animals put on the same level morally.

O. M. I wasn’t going to hoist man up to that.
Y. M. This is too much! I think it is not right to jest about such things.
O. M. I am not jesting, I am merely refl ecting a plain and simple 

truth—and without uncharitableness. The fact that man knows right 
from wrong proves his intellectual superiority to the other creatures; 
but the fact that he can do wrong proves his moral inferiority to any 
creature that cannot. It is my belief that this position is not assailable.

Free Will

Y. M. What is your opinion regarding Free Will?
O. M. That there is no such thing. Did the man possess it who gave 

the old woman his last shilling and trudged home in the storm?
Y. M. He had the choice between succoring the old woman and leav-

ing her to suff er. Isn’t it so?
O. M. Yes, there was a choice to be made, between bodily comfort on 

the one hand and the comfort of the spirit on the other. The body made 
a strong appeal, of course—the body would be quite sure to do that; 

the spirit made a counter appeal. A choice had to be made between the 
two appeals, and was made. Who or what determined that choice?

Y. M. Any one but you would say that the man determined it, and 
that in doing it he exercised Free Will.

O. M. We are constantly assured that every man is endowed with 
Free Will, and that he can and must exercise it where he is off ered a 
choice between good conduct and less-good conduct. Yet we clearly 
saw that in that man’s case he really had no Free Will: his tempera-
ment, his training, and the daily infl uences which had molded him 
and made him what he was, compelled him to rescue the old woman 
and thus save himself—save himself from spiritual pain, from unen-
durable wretchedness. He did not make the choice, it was made for 
him by forces which he could not control. Free Will has always existed 
in words, but it stops there, I think—stops short of fact. I would not use 
those words—Free Will—but others.

Y. M. What others?
O. M. Free Choice.
Y. M. What is the diff erence?
O. M. The one implies untrammeled power to act as you please, the 

other implies nothing beyond a mere mental process: the critical ability 
to determine which of two things is nearest right and just.

Y. M. Make the diff erence clear, please.
O. M. The mind can freely select, choose, point out the right and just 

one—its function stops there. It can go no further in the matt er. It has 
no authority to say that the right one shall be acted upon and the wrong 
one discarded. That authority is in other hands.

Y. M. The man’s?
O. M. In the machine which stands for him. In his born disposition 

and the character which has been built around it by training and en-
vironment.

Y. M. It will act upon the right one of the two?
O. M. It will do as it pleases in the matt er. George Washington’s 

machine would act upon the right one; Pizarro’s mind would know 
which was the right one and which the wrong, but the Master inside of 
Pizarro would act upon the wrong one.

Y. M. Then as I understand it a bad man’s mental machinery calmly 
and judicially points out which of two things is right and just—

O. M. Yes, and his moral machinery will freely act upon the one or 
the other, according to its make, and be quite indiff erent to the mind’s 
feelings concerning the matt er—that is, would be, if the mind had any 
feelings; which it hasn’t. It is merely a thermometer: it registers the 
heat and the cold, and cares not a farthing about either.

Y. M. Then we must not claim that if a man knows which of two things 
is right he is absolutely bound to do that thing?
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O. M. His temperament and training will decide what he shall do, 
and he will do it; he cannot help himself, he has no authority over the 
matt er. Wasn’t it right for David to go out and slay Goliath?

Y. M. Yes.
O. M. Then it would have been equally right for any one else to do it?
Y. M. Certainly.
O. M. Then it would have been right for a born coward to att empt it?
Y. M. It would—yes.
O. M. You know that no born coward ever would have att empted it, 

don’t you?
Y. M. Yes.
O. M. You know that a born coward’s make and temperament would 

be an absolute and insurmountable bar to his ever essaying such a 
thing, don’t you?

Y. M. Yes, I know it.
O. M. He clearly perceives that it would be right to try it?
Y. M. Yes.
O. M. His mind has Free Choice in determining that it would be right 

to try it?
Y. M. Yes.
O. M. Then if by reason of his inborn cowardice he simply can not 

essay it, what becomes of his Free Will? Where is his Free Will? Why 
claim that he has Free Will when the plain facts show that he hasn’t? 
Why contend that because he and David see the right alike, both must 
act alike? Why impose the same laws upon goat and lion?

Y. M. There is really no such thing as Free Will?
O. M. It is what I think. There is Will. But it has nothing to do with in-

tellectual perceptions of right and wrong, and is not under their command. 
David’s temperament and training had Will, and it was a compulsory 
force; David had to obey its decrees, he had no choice. The coward’s 
temperament and training possess Will, and it is compulsory; it com-
mands him to avoid danger, and he obeys, he has no choice. But nei-
ther the Davids nor the cowards possess Free Will—will that may do 
the right or do the wrong, as their mental verdict shall decide.

Not Two Values, but Only One

Y. M. There is one thing which bothers me: I can’t tell where you draw 
the line between material covetousness and spiritual covetousness.

O. M. I don’t draw any.
Y. M. How do you mean?
O. M. There is no such thing as material covetousness. All covetous-

ness is spiritual.
Y. M. All longings, desires, ambitions spiritual, never material?

O. M. Yes. The Master in you requires that in all cases you shall con-
tent his spirit—that alone. He never requires anything else, he never 
interests himself in any other matt er.

Y. M. Ah, come! When he covets somebody’s money—isn’t that rath-
er distinctly material and gross?

O. M. No. The money is merely a symbol—it represents in visible 
and concrete form a spiritual desire. Any so-called material thing that 
you want is merely a symbol: you want it not for itself, but because it 
will content your spirit for the moment.

Y. M. Please particularize.
O. M. Very well. Maybe the thing longed for is a new hat. You get it 

and your vanity is pleased, your spirit contented. Suppose your friends 
deride the hat, make fun of it: at once it loses its value; you are ashamed 
of it, you put it out of your sight, you never want to see it again.

Y. M. I think I see. Go on.
O. M. It is the same hat, isn’t it? It is in no way altered. But it wasn’t 

the hat you wanted, but only what it stood for—a something to please 
and content your spirit. When it failed of that, the whole of its value was 
gone. There are no material values; there are only spiritual ones. You 
will hunt in vain for a material value that is actual, real—there is no such 
thing. The only value it possesses, for even a moment, is the spiritual 
value back of it: remove that and it is at once worthless—like the hat.

Y. M. Can you extend that to money?
O. M. Yes. It is merely a symbol, it has no material value; you think 

you desire it for its own sake, but it is not so. You desire it for the 
spiritual content it will bring; if it fail of that, you discover that its 
value is gone. There is that pathetic tale of the man who labored like a 
slave, unresting, unsatisfi ed, until he had accumulated a fortune, and 
was happy over it, jubilant about it; then in a single week a pestilence 
swept away all whom he held dear and left  him desolate. His money’s 
value was gone. He realized that his joy in it came not from the money 
itself, but from the spiritual contentment he got out of his family’s en-
joyment of the pleasures and delights it lavished upon them. Money 
has no material value; if you remove its spiritual value nothing is left  
but dross. It is so with all things, litt le or big, majestic or trivial—there 
are no exceptions. Crowns, scepters, pennies, paste jewels, village no-
toriety, world-wide fame—they are all the same, they have no material 
value: while they content the spirit they are precious, when this fails 
they are worthless.

A Diffi  cult Question

Y. M. You keep me confused and perplexed all the time by your elu-
sive terminology. Sometimes you divide a man up into two or three 
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separate personalities, each with authorities, jurisdictions, and respon-
sibilities of its own, and when he is in that condition I can’t grasp him. 
Now when I speak of a man, he is the whole thing in one, and easy to 
hold and contemplate.

O. M. That is pleasant and convenient, if true. When you speak of 
“my body” who is the “my”?

Y. M. It is the “me.”
O. M. The body is a property, then, and the Me owns it. Who is the 

Me?
Y. M. The Me is the whole thing; it is a common property; an undi-

vided ownership, vested in the whole entity.
O. M. If the Me admires a rainbow, is it the whole Me that admires it, 

including the hair, hands, heels, and all?
Y. M. Certainly not. It is my mind that admires it.
O. M. So you divide the Me yourself. Everybody does; everybody 

must. What, then, defi nitely, is the Me?
Y. M. I think it must consist of just those two parts—the body and 

the mind.
O. M. You think so? If you say “I believe the world is round,” who is 

the “I” that is speaking?
Y. M. The mind.
O. M. If you say “I grieve for the loss of my father,” who is the “I”?
Y. M. The mind.
O. M. Is the mind exercising an intellectual function when it exam-

ines and accepts the evidence that the world is round?
Y. M. Yes.
O. M. Is it exercising an Intellectual function when it grieves for the 

loss of your father?
Y. M. No. That is not cerebration, brain-work, it is a matt er of feeling.
O. M. Then its source is not in your mind, but in your moral territory?
Y. M. I have to grant it.
O. M. Is your mind a part of your physical equipment?
Y. M. No. It is independent of it; it is spiritual 
O. M. Being spiritual, it cannot be aff ected by physical infl uences?
Y. M. No.
O. M. Does the mind remain sober when the body is drunk?
Y. M. Well—no.
O. M. There is a physical eff ect present, then?
Y. M. It looks like it.
O. M. A cracked skull has resulted in a crazy mind. Why should that 

happen if the mind is spiritual, and independent of physical infl uences?
Y. M. Well—I don’t know.
O. M. When you have a pain in your foot, how do you know it?
Y. M. I feel it.
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O. M. But you do not feel it until a nerve reports the hurt to the brain. 
Yet the brain is the seat of the mind, is it not?

Y. M. I think so.
O. M. But isn’t spiritual enough to learn what is happening in the 

outskirts without the help of the physical messenger? You perceive that 
the question of who or what the Me is, is not a simple one at all. You 
say “I admire the rainbow,” and “I believe the world is round,” and in 
these cases we fi nd that the Me is not all speaking, but only the men-
tal part. You say “I grieve,” and again the Me is not all speaking, but 
only the moral part. You say the mind is wholly spiritual; then you say 
“I have a pain” and fi nd that this time the Me is mental and spiritual 
combined. We all use the “I” in this indeterminate fashion, there is 
no help for it. We imagine a Master and King over what you call The 
Whole Thing, and we speak of him as “ I, “ but when we try to defi ne 
him we fi nd we cannot do it. The intellect and the feelings can act quite 
independently of each other; we recognize that, and we look around for 
a Ruler who is master over both, and can serve as a defi nite and indisput-
able “I,” and enable us to know what we mean and who or what we are 
talking about when we use that pronoun, but we have to give it up and 
confess that we cannot fi nd him. To me, Man is a machine, made up 
of many mechanisms, the moral and mental ones acting automatically 
in accordance with the impulses of an interior Master who is built out 
of born-temperament and an accumulation of multitudinous outside 
infl uences and trainings; a machine whose one function is to secure the 
spiritual contentment of the Master, be his desires good or be they evil; 
a machine whose Will is absolute and must be obeyed, and always is 
obeyed.

Y. M. Maybe the Me is the Soul?
O. M. Maybe it is. What is the Soul?
Y. M. I don’t know.
O. M. Neither does any one else.

The Master Passion

Y. M. What is the Master?—or, in common speech, the Conscience? 
Explain it.

O. M. It is that mysterious autocrat, lodged in a man, which compels 
the man to content its desires. It may be called the Master Passion—the 
hunger for Self-Approval.

Y. M. Where is its seat?
O. M. In man’s moral constitution.
Y. M. Are its commands for the man’s good?
O. M. It is indiff erent to the man’s good; it never concerns itself about 

anything but the satisfying of its own desires. It can be trained to prefer 
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things which will be for the man’s good, but it will prefer them only 
because they will content it bett er than other things would.

Y. M. Then even when it is trained to high ideals it is still looking out 
for its own contentment, and not for the man’s good?

O. M. True. Trained or untrained, it cares nothing for the man’s good, 
and never concerns itself about it.

Y. M. It seems to be an immoral force seated in the man’s moral con-
stitution?

O. M. It is a colorless force seated in the man’s moral constitution. Let 
us call it an instinct—a blind, unreasoning instinct, which cannot and 
does not distinguish between good morals and bad ones, and cares 
nothing for results to the man provided its own contentment be se-
cured; and it will always secure that.

Y. M. It seeks money, and it probably considers that that is an advan-
tage for the man?

O. M. It is not always seeking money, it is not always seeking pow-
er, nor offi  ce, nor any other material advantage. In all cases it seeks 
a spiritual contentment, let the means be what they may. Its desires 
are determined by the man’s temperament—and it is lord over that. 
Temperament, Conscience, Susceptibility, Spiritual Appetite, are, in 
fact, the same thing. Have you ever heard of a person who cared noth-
ing for money?

Y. M. Yes. A scholar who would not leave his garret and his books to 
take a place in a business house at a large salary.

O. M. He had to satisfy his master—that is to say, his temperament, 
his Spiritual Appetite—and it preferred the books to money. Are there 
other cases?

Y. M. Yes, the hermit.
O. M. It is a good instance. The hermit endures solitude, hunger, 

cold, and manifold perils, to content his autocrat, who prefers these 
things, and prayer and contemplation, to money or to any show or 
luxury that money can buy. Are there others?

Y. M. Yes. The artist, the poet, the scientist.
O. M. Their autocrat prefers the deep pleasures of these occupations, 

either well paid or ill paid, to any others in the market, at any price. 
You realize that the Master Passion—the contentment of the spirit con-
cerns itself with many things besides so called material advantage, ma-
terial prosperity, cash, and all that?

Y. M. I think I must concede it.
O. M. I believe you must. There are perhaps as many Temperaments 

that would refuse the burdens and vexations and distinctions of public 
offi  ce as there are that hunger aft er them. The one set of Temperaments 
seek the contentment of the spirit, and that alone; and this is exactly 
the case with the other set. Neither set seeks anything but the content-

ment of the spirit. If the one is sordid, both are sordid; and equally 
so, since the end in view is precisely the same in both cases. And in 
both cases Temperament decides the preference—and Temperament 
is born, not made.

Conclusion

O. M. You have been taking a holiday?
Y. M. Yes; a mountain tramp covering a week. Are you ready to talk?
O. M. Quite ready. What shall we begin with?
Y. M. Well, lying abed resting up, two days and nights, I have thought 

over all these talks, and passed them carefully in review. With this re-
sult: that... that... are you intending to publish your notions about Man 
some day?

O. M. Now and then, in these past twenty years, the Master inside 
of me has half-intended to order me to set them to paper and publish 
them. Do I have to tell you why the order has remained unissued, or 
can you explain so simple a thing without my help?

Y. M. By your doctrine, it is simplicity itself: outside infl uences 
moved your interior Master to give the order; stronger outside infl u-
ences deterred him. Without the outside infl uences, neither of these 
impulses could ever have been born, since a person’s brain is incapable 
of originating an idea within itself.

O. M. Correct. Go on.
Y. M. The matt er of publishing or withholding is still in your Master’s 

hands. If some day an outside infl uence shall determine him to pub-
lish, he will give the order, and it will be obeyed.

O. M. That is correct. Well?
Y. M. Upon refl ection I have arrived at the conviction that the publi-

cation of your doctrines would be harmful. Do you pardon me?
O. M. Pardon you? You have done nothing. You are an instrument—a 

speaking-trumpet. Speaking-trumpets are not responsible for what is 
said through them. Outside infl uences—in the form of lifelong teach-
ings, trainings, notions, prejudices, and other second-hand importa-
tions—have persuaded the Master within you that the publication of 
these doctrines would be harmful. Very well, this is quite natural, and 
was to be expected; in fact, was inevitable. Go on; for the sake of ease 
and convenience, stick to habit: speak in the fi rst person, and tell me 
what your Master thinks about it.

Y. M. Well, to begin: it is a desolating doctrine; it is not inspiring, en-
thusing, uplift ing. It takes the glory out of man, it takes the pride out of 
him, it takes the heroism out of him, it denies him all personal credit, 
all applause; it not only degrades him to a machine, but allows him no 
control over the machine; makes a mere coff ee-mill of him, and neither 
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permits him to supply the coff ee nor turn the crank, his sole and pite-
ously humble function being to grind coarse or fi ne, according to his 
make, outside impulses doing all the rest.

O. M. It is correctly stated. Tell me—what do men admire most in 
each other?

Y. M. Intellect, courage, majesty of build, beauty of countenance, 
charity, benevolence, magnanimity, kindliness, heroism, and—and—

O. M. I would not go any further. These are elementals. Virtue, for-
titude, holiness, truthfulness, loyalty, high ideals—these, and all 
the related qualities that are named in the dictionary, are made of the 
elementals, by blendings, combinations, and shadings of the elementals, 
just as one makes green by blending blue and yellow, and makes sev-
eral shades and tints of red by modifying the elemental red. There 
are seven elemental colors; they are all in the rainbow; out of them 
we manufacture and name fi ft y shades of them. You have named the 
elementals of the human rainbow, and also one blend —heroism, which 
is made out of courage and magnanimity. Very well, then; which of 
these elements does the possessor of it manufacture for himself? Is it 
intellect?

Y. M. No.
O. M. Why?
Y. M. He is born with it.
O. M. Is it courage?
Y. M. No. He is born with it.
O. M. Is it majesty of build, beauty of countenance?
Y. M. No. They are birthrights.
O. M. Take those others—the elemental moral qualities—charity, be-

nevolence, magnanimity, kindliness; fruitful seeds, out of which spring, 
through cultivation by outside infl uences, all the manifold blends and 
combinations of virtues named in the dictionaries: does man manufac-
ture any one of those seeds, or are they all born in him?

Y. M. Born in him.
O. M. Who manufactures them, then?
Y. M. God.
O. M. Where does the credit of it belong?
Y. M. To God.
O. M. And the glory of which you spoke, and the applause?
Y. M. To God.
O M. Then it is you who degrade man. You make him claim glory, 

praise, fl att ery, for every valuable thing he possesses—borrowed fi nery, 
the whole of it; no rag of it earned by himself, not a detail of it pro-
duced by his own labor. You make man a humbug; have I done worse 
by him?

Y. M. You have made a machine of him.

O. M. Who devised that cunning and beautiful mechanism, a man’s 
hand?

Y. M. God.
O. M. Who devised the law by which it automatically hammers out 

of a piano an elaborate piece of music, without error, while the man is 
thinking about something else, or talking to a friend?

Y. M. God.
O. M. Who devised the blood? Who devised the wonderful machin-

ery which automatically drives its renewing and refreshing streams 
through the body, day and night, without assistance or advice from 
the man? Who devised the man’s mind, whose machinery works auto-
matically, interests itself in what it pleases, regardless of his will or de-
sire, labors all night when it likes, deaf to his appeals for mercy? God 
devised all these things. I have not made man a machine, God made 
him a machine. I am merely calling att ention to the fact, nothing more. 
Is it wrong to call att ention to the fact? Is it a crime?

Y. M. I think it is wrong to expose a fact when harm can come of it.
O. M. Go on.
Y. M. Look at the matt er as it stands now. Man has been taught that he 

is the supreme marvel of the Creation; he believes it; in all the ages he has 
never doubted it, whether he was a naked savage, or clothed in purple 
and fi ne linen, and civilized. This has made his heart buoyant, his life 
cheery. His pride in himself, his sincere admiration of himself, his joy 
in what he supposed were his own and unassisted achievements, and 
his exultation over the praise and applause which they evoked—these 
have exalted him, enthused him, ambitioned him to higher and higher 
fl ights; in a word, made his life worth the living. But by your scheme, all 
this is abolished; he is degraded to a machine, he is a nobody, his noble 
prides wither to mere vanities; let him strive as he may, he can never be 
any bett er than his humblest and stupidest neighbor; he would never 
be cheerful again, his life would not be worth the living.

O. M. You really think that?
Y. M. I certainly do.
O. M. Have you ever seen me uncheerful, unhappy?
Y. M. No.
O. M. Well, I believe these things. Why have they not made me un-

happy?
Y. M. Oh, well—temperament, of course! You never let that escape 

from your scheme.
O. M. That is correct. If a man is born with an unhappy temperament, 

nothing can make him happy; if he is born with a happy temperament, 
nothing can make him unhappy.

Y. M. What—not even a degrading and heartchilling system of be-
liefs?
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O. M. Beliefs? Mere beliefs? Mere convictions? They are powerless. 
They strive in vain against inborn temperament.

Y. M. I can’t believe that, and I don’t.
O. M. Now you are speaking hastily. It shows that you have not stu-

diously examined the facts. Of all your intimates, which one is the hap-
piest? Isn’t it Burgess?

Y. M. Easily.
O. M. And which one is the unhappiest? Henry Adams?
Y. M. Without a question!
O. M. I know them well. They are extremes, abnormals; their tempera-

ments are as opposite as the poles. Their life-histories are about alike—
but look at the results! Their ages are about the same around about 
fi ft y. Burgess has always been buoyant, hopeful, happy; Adams has 
always been cheerless, hopeless, despondent. As young fellows both 
tried country journalism—and failed. Burgess didn’t seem to mind it; 
Adams couldn’t smile, he could only mourn and groan over what had 
happened and torture himself with vain regrets for not having done so 
and so instead of so and so—then he would have succeeded. They tried 
the law—and failed. Burgess remained happy—because he couldn’t 
help it. Adams was wretched—because he couldn’t help it. From that 
day to this, those two men have gone on trying things and failing: 
Burgess has come out happy and cheerful every time; Adams the re-
verse. And we do absolutely know that these men’s inborn tempera-
ments have remained unchanged through all the vicissitudes of their 
material aff airs. Let us see how it is with their immaterials. Both have 
been zealous Democrats; both have been zealous Republicans; both 
have been zealous Mugwumps. Burgess has always found happiness 
and Adams unhappiness in these several political beliefs and in their 
migrations out of them. Both of these men have been Presbyterians, 
Universalists, Methodists, Catholics—then Presbyterians again, then 
Methodists again. Burgess has always found rest in these excursions, 
and Adams unrest. They are trying Christian Science, now, with the 
customary result, the inevitable result. No political or religious belief 
can make Burgess unhappy or the other man happy. I assure you it 
is purely a matt er of temperament. Beliefs are acquirements, tempera-
ments are born; beliefs are subject to change, nothing whatever can 
change temperament.

Y. M. You have instanced extreme temperaments.
O. M. Yes. The half-dozen others are modifi cations of the extremes. 

But the law is the same. Where the temperament is two-thirds happy, 
or two thirds unhappy, no political or religious beliefs can change the 
proportions. The vast majority of temperaments are prett y equally bal-
anced; the intensities are absent, and this enables a nation to learn to 
accommodate itself to its political and religious circumstances and like 

them, be satisfi ed with them, at last prefer them. Nations do not think, 
they only feel. They get their feelings at second hand through their 
temperaments, not their brains. A nation can be brought—by force of 
circumstances, not argument—to reconcile itself to any kind of govern-
ment or religion that can be devised; in time it will fi t itself to the required 
conditions; later, it will prefer them and will fi ercely fi ght for them. As 
instances, you have all history: the Greeks, the Romans, the Persians, 
the Egyptians, the Russians, the Germans, the French, the English, 
the Spaniards, the Americans, the South Americans, the Japanese, 
the Chinese, the Hindoos, the Turks—a thousand wild and tame reli-
gions, every kind of government that can be thought of, from tiger to 
housecat, each nation knowing it has the only true religion and the only 
sane system of government, each despising all the others, each an ass 
and not suspecting it, each proud of its fancied supremacy, each per-
fectly sure it is the pet of God, each with undoubting confi dence sum-
moning Him to take command in time of war, each surprised when He 
goes over to the enemy, but by habit able to excuse it and resume com-
pliments—in a word, the whole human race content, always content, 
persistently content, indestructibly content, happy, thankful, proud, 
no matt er what its religion is, nor whether its master be tiger or house-cat. 
Am I stating facts? You know I am. Is the human race cheerful? You 
know it is. Considering what it can stand, and be happy, you do me 
too much honor when you think that I can place before it a system of 
plain cold facts that can take the cheerfulness out of it. Nothing can do 
that. Everything has been tried. Without success. I beg you not to be 
troubled.



6564

What Are Autonomy & Responsibility?

Rick Marken
(Life Learning Associates, 10459 Holman Ave., Los Angeles, CA 
90024)

Bill Powers
(73 Ridge Place, CR 510, Durango, CO 81301)

Powers: I use the term “autonomy” in a way that has a rather com-
plicated meaning, with a basis farther back than current behavioral 
interactions with the current environment. I’ll slip in my hypotheses 
about the role of control without marking them; I’m sure others will be 
able to tell what is hypothesis from what is generally accepted “fact” 
in this story.

Start with DNA. While the surface appearance is that genetic char-
acteristics are transmitt ed via the DNA molecule, in fact a lot more 
passes from generation to generation than just DNA. Much cellular 
material, as in mitochondria, is passed along with the DNA through 
the mother’s egg; in the lowest orders, the cellular material simply 
splits up during the reproductive divisions. Immediately aft er a new 
individual is launched, the DNA is in an environment that is continu-
ous with the previous environment, at least locally.

So the biochemical control systems whose reference signals are car-
ried in DNA can operate right across the boundary between genera-
tions. These control systems, fi nding themselves isolated, begin again 
building the control systems that build the control systems that build 
the control systems that constitute the adult organism. The entire inte-
rior milieu is regenerated, with whatever changes that occurred dur-
ing the division of the genetic material. The continuity proceeds, as 
people have long suspected, through the mother.

One of the fi nal products of this process is a set of intrinsic refer-
ence signals. These reference signals are the basis of reorganization or 
learning, through which the new organism establishes control in the 
environments it fi rst and subsequently encounters. The intrinsic refer-
ence signals represent the target states of some as yet poorly defi ned 
set of variables critical to the survival of the individual. There is no 
reason to think that the reference signals are identically set from one 
person to the next, or even that they are all of the same kind. Each indi-
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vidual diff ers in details of organization at all levels from DNA through 
cellular and organ structures through gross bodily structure through 
neural circuitry. And the mix of intrinsic reference signals will diff er 
from individual to individual.

Intrinsic reference signals are part of a system, probably distributed 
rather than lumped in one place, that controls for zero intrinsic er-
ror. The means of control is blind variation of the organization of the 
nervous system and the biochemical control systems. Reorganization 
is driven by intrinsic error, and it ceases when intrinsic error drops be-
low some threshold. As a result, the organism acquires control systems 
that can maintain perceived aspects of the external world at learned 
reference levels by means of motor behavior (and at the biochemical 
level, changes in such things as strength, speed, organ size and activ-
ity, and so forth). The criterion for acquiring any behavioral control 
system, and for sett ing its reference signal to any specifi c value, is that 
intrinsic error be maintained at the lowest possible level.

Thus the overriding concern of the reorganizing system, and the 
purpose for which it causes any behavioral organization to appear, is 
to control its own basic physical state; to maintain its component vari-
ables at endogenously determined reference levels. It neither knows 
about, nor cares about, nor can care about any processes external to 
the body. Everything it causes to be done by way of interacting with an 
external world is done for the purpose of controlling an internal state. 
It is therefore completely and absolutely autonomous in its purposes.

It does, to be sure, have a history. But this is not so much a history 
of antecedent events as it is a history of gradually changing organiza-
tion. The reorganizing system of one generation is continuous with 
the reorganizing systems of previous generations: it is the same sys-
tem, evolving. At the center of this system are reference signals that 
have not changed in billions of years, having survived even speciation. 
Reorganizations that preserve these basic reference signals have led to 
the development of instrumental reference signals and associated con-
trol systems, and those have led to still more elaborate control mecha-
nisms, and so on to the various physical forms that life has ultimately 
adopted—as a means of preserving the fundamental function, which 
is to control. And to control is the ultimate meaning of being autono-
mous.

If the criterion for stopping reorganization is bringing intrinsic vari-
ables to their respective reference levels, it follows that only those 
behavioral control systems will survive reorganization that do entail 
actual eff ects of the right kinds on the intrinsic variables. The eff ect of 
any given behavioral act is not determined by the organism: it is deter-
mined by the nature of the surrounding world (including the behav-
ioral organization of other organisms in that world). So reorganization 

can’t cease until the actual eff ects on intrinsic states, via that external 
world, are correct for maintaining zero intrinsic error.

Thus the organism learns fi rst what variables are critical to perceive in 
that external world, and second what specifi c states of those variables are 
critical to maintain. This process of learning has been going on through 
geological time, with the appearance of control structures of greater and 
greater generality, and what we recognize as higher and higher levels of 
control. As each new level of control appeared, new and more important 
aspects of the environment became perceivable and came under control 
by the organism. The actions of the organism adapted themselves to the 
environment in more and more subtle ways.

The means of action did not change nearly as much as the neural 
control systems that use actions to control ever more complex vari-
ables. A human being and a monkey share nearly identical means of 
motor action. Both have hands at the ends of jointed limbs; but the 
human being can accomplish things with its hands that a monkey can-
not. This is not because of having an opposable thumb, but because of 
having higher levels of control. Human beings can do more even with 
their thumbs cut off  than a monkey can do with ten digits.

So we arrive fi nally at the question of autonomy in the individual 
human being. Autonomy is clearly not freedom from physical con-
straints (which include, in the fi nal analysis, social constraints). The 
environment, not the organism, dictates the eff ects of any given action. 
But the environment does not dictate the desired consequences of any 
action. It is the organism that chooses those consequences and learns 
how it must act in order to produce them.

In a hierarchical control system, built, I presume, level by level over 
the eons and recapitulated in the individual, the lower systems give up 
their autonomy to the higher systems that manipulate their reference 
signals. At whatever level is currently the highest, the reference signals 
are set from within the organism by the process of reorganization; the 
purpose of choosing a particular sett ing is to maintain intrinsic error 
as close to zero as possible—as the purpose has always been. In order 
to bring the highest level of perception into a match with this autono-
mously set reference signal, the highest control systems must, as usual, 
be altered to produce actions which are among those that will have the 
required eff ects. Now those actions are determined by properties of 
the existing lower levels as well as by the characteristics of the world 
external to the organism.

The organism can’t choose what properties the external world will 
have, no matt er what the level of perception. Once its lower levels have 
been built and brought into mutual harmony, the organism has less 
than a completely free choice even as to the kinds of actions it can pro-
duce (without starting again from scratch, which is probably no longer 
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possible in the adult organism, in the time remaining to it). So the par-
ticular behavioral organizations that appear in the adult are shaped by 
the properties of the world around it and by the properties of its own 
already-acquired lower levels of control.

However, the highest levels of reference signals remain autono-
mous and are changed only in service of maintaining the individual 
organism’s mix of intrinsic variables at their unique mix of reference 
sett ings. The external world has no infl uence over that basic require-
ment. Intrinsic error remains the organism’s sole criterion for judging 
the value of any aspect of its experiences. This is true of all organisms 
from the amoeba to the human being.

If the highest levels of reference signals are autonomously deter-
mined, then the next-to-highest levels of reference signals are varied 
so as to prevent the environment (as perceived through all the lower 
levels) from making the highest perceptions depart materially from 
their reference sett ings. This means that the next-to-highest levels of 
perception will also be shaped to meet the requirements of the highest 
reference signals.

But the next-to-highest reference signals will be determined by what 
the environment requires, for the highest perceptual signals in general 
contain eff ects of uncontrolled elements. To make the net result match 
what the highest system requires, the reference signals for the control-
lable parts of the next-to-highest system must be varied, and those 
variations must be matched to the properties of the lower systems and 
the external world. The organism can’t choose the sett ings freely, be-
cause only certain sett ings will result in the required perceptions. There 
might be many alternative sett ings that will produce the required per-
ceptions, but there is freedom to choose only among those alternatives, 
given that the highest reference signals are to be satisfi ed. All other al-
ternatives are ruled out by properties of the external world.

The general picture is that the environment determines behavior, 
while the autonomous organism determines consequences of behavior. 
Given the intended consequences, the environment sets the limits as to 
what lower-level actions can in fact bring those consequences about.

So we can see where autonomy begins and ends. It is the organism 
that selects consequences that keep its intrinsic errors as close to zero 
as possible. It is the environment—including other organisms—that 
determines what actions must be produced in order that those conse-
quences be brought about and maintained. The external world sets the 
stage on which existence is played out. But the reorganizing system 
writes the play.

Reorganization occurs precisely when interactions with the organ-
ism’s niche lead to loss of control—that is, when the current regulari-
ties in the interactions are insuffi  cient to preserve control.

The reorganizing system is eff ective because the changes it institutes 
do not depend in any regular way on the current organization or the 
current niche. The whole point is to break out of the confl ict or the 
circle or the failure—the local minimum—by trying something new. So 
the idea of tracing the current organization backward, while all right 
in a general sense, is wrong if it implies any predictable course of de-
velopment. Reorganization breaks the cause-eff ect chain.

Reorganization—that is, the actual output eff ect of the process—is 
independent (save for the frequency with which reorganizations oc-
cur) of any prior causes. The outcome of reorganization, to be sure, 
has to be such that intrinsic error is corrected; if it’s not, reorganization 
simply continues. But there are uncountable ways of reorganizing that 
would result in correcting intrinsic error, so that result is not a con-
straint on any particular act of reorganization. In fact, one episode of 
reorganization is just as likely to make matt ers worse as it is to make 
them bett er (unless, of course, there is an unsuspected systematic com-
ponent in it). The statistics of reorganization are very diff erent from 
the statistics of stochastic—but on the average systematic—causation. 
Reorganization will work even when the changes it produces show no 
trend at all in any direction.

Also, we mustn’t forget that what makes reorganization eff ective are 
not the individual reorganizational events, but the selection eff ects that 
terminate reorganization. All that is required is the existence of some-
thing that can say, “There! That feels bett er.” Or, of course, something 
that says, “Oh, no! Reorganize!” In fact, we could accept a mechani-
cal randomness generator that actually does the reorganizing acts, 
and limit free will to the single act of triggering a reorganization. The 
“awareness” part of free will would then superimpose its judgments 
of what is acceptable and what is not on automatic judgments about 
such things as body temperature and state of nourishment. Thus free 
will could select for outcomes acceptable to it simply by causing reor-
ganizations until the result is acceptable. The grounds for acceptability 
need have nothing to do with the niche.

And even the reorganizing system is just the product of a deeper 
control process, at the core of which lies a tiny and unimaginably an-
cient spark of purpose that makes life diff erent from everything else.

Marken: I would probably have handled the Branch Davidian situa-
tion in Waco, Texas, about the same as it was actually handled, if I had 
the same high-level goals as the participants. The initial “confronta-
tion” occurred (as I recall) because the ATF had the goal of regulating 
fi rearms—so they went to the Davidian compound to confi scate fi re-
arms there. Four ATF people got killed in the process. So FBI agents (as 
I recall) surrounded the place and tried to get the people out, because 
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they had the goal of arresting and bringing to trial people suspected of 
killing other people. There was obviously a confl ict of goals—the FBI 
wanted the Davidians to get out to stand trial; the Davidians wanted to 
stay in, probably so as not to stand trial but possibly for other reasons, 
like waiting for the apocalypse.

There were no “mistakes” made in Waco—everybody was trying 
to control for perceptions that were important to them (for higher-
order reasons) and doing the best they could. Saying that one group 
or the other had the “wrong” goals (I’ve heard people say that the 
FBI shouldn’t have wanted to fl ush out the Davidians with gas) seems 
prett y non-PCT to me; people set their goals to satisfy higher-order 
references, and the particular sett ings of these lower-order goals de-
pend on disturbances and other higher-level goals as much as on the 
higher-order goal itself.

It seems to me that legal guilt requires that two things be demon-
strated about the “off ending” result (such as burning up 100 people 
in a house): it must be shown that the result was intended, and that 
the person who produced the result knew that it was “wrong.” PCT 
shows that some results are intended (controlled results), and some 
are not (uncontrolled side-eff ects of the outputs that produce control). 
Both adults and children can produce results intentionally, so there is 
no “guilty” distinction here. HPCT suggests that the “wrongness” of 
a result is probably not perceived until you get to the category level— 
where you can perceive many diff erent lower-order perceptual results 
as “wrong” and other lower-order perceptual results as “right.” I think 
that it’s possible that people don’t completely fl esh out the categori-
cal distinctions between right and wrong (as defi ned in the context 
of interactions with other people, of course) until they are well into 
their teens. I think society recognizes this fact and, because of it, treats 
juveniles (who have intentionally produced “wrong” results) diff er-
ently than adults who have intentionally produced the same results. 
Since the development of the hierarchy of perception is likely to occur 
at quite diff erent rates in diff erent people, the line between innocent 
children (who intentionally do “wrong”) and guilty adults will always 
be fuzzy, legally.

The “wrongness” of references (in a PCT sense) can only be defi ned 
in terms of the higher-order goals that they are set to satisfy. In this 
sense, sett ing wrong reference levels just means that you have not yet 
learned to control the higher-level variable whose value is infl uenced 
by the sett ing of the lower level reference. When you are in control, 
then, by defi nition, your sett ings of the lower-level references that 
infl uence the controlled variable are, indeed, always right—because 
they result in control. Whether or not you, as an observer, think that 
these reference sett ings are right or wrong is quite another story. But, 

again, the wrongness of the other person’s reference sett ings for you 
depends on your own reference sett ings for the same perceptual vari-
ables. Wrongness is always defi ned with respect to the references of 
the observer.

I think that PCT shows that the legal conditions for guilt are real 
aspects of human nature (in contrast to the behaviorist position att rib-
uting all behavior to the environment). What PCT doesn’t tell you is 
whether the results that are produced intentionally are really (“objec-
tively”) wrong. I think PCT can help us get away from the hopeless 
quagmire of arguing about which results are really right and which are 
really wrong and reframe ethics in terms of control. If it helps people 
control, it’s right; if it prevents them from controlling, it’s wrong. So 
control is right; confl ict is wrong.

Powers: We are not responsible for our actions. What we are respon-
sible for (that is, are the cause of) are the goals that require the actions. 
Once you’ve picked a goal, a perception to maintain in some specifi c 
state, from then on your actions relative to that goal are determined by 
disturbances. If there’s any goal that you can’t reorganize, then from 
that level down the environment controls your actions with respect to 
that goal.

So once David Koresh had sett led on his goal of never surrendering, 
and once the government coordinator had sett led on the goal of gett ing 
Koresh to surrender, each side’s actions were determined by the distur-
bances from the other side. All that kept the situation from escalating to 
its ultimate conclusion immediately was internal confl ict: Koresh and 
his followers did not relish dying, and the government coordinator did 
not relish killing. But the fi xed goals eventually had their way. This is 
what beliefs accomplish: they set fi xed goals, and as a result leave the 
environment and other people in charge of one’s actions.

Marken: But how do we decide which goals are “picked” and which 
are responses to disturbance? If we take the hierarchical model seri-
ously, not even the highest-level goals in the hierarchy are “picked” 
arbitrarily—their selection is constrained by intrinsic goals which are 
“picked” by evolution. So all goals are ultimately varied as a means of 
compensating for disturbances to the intrinsic goals. “Responsibility” is 
in the doghouse in the sense that a hierarchical arrangement of control 
systems has no way of “picking” goals at any level of the hierarchy.

A particular control system can be considered responsible for pro-
ducing the particular perception demanded by its reference input; but 
it is not responsible for how it produces this reference perception (be-
cause that is determined mainly by environmental disturbances to the 
controlled perception); nor is it responsible for the particular level of 
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the reference input being sent to it. So a system controlling the level of 
honesty perceived in its relations with other people is responsible only 
for maintaining this perception (degree of honesty) at the level speci-
fi ed by the reference input (say, “very honest”). It is not responsible for 
how it maintains that perception (sometimes it might require telling a 
person that he or she is being very nice and sometimes it might require 
telling the same person that he or she is being a jerk). Nor is it respon-
sible for the level of honesty that is specifi ed by the reference input—be 
it “very honest,” “moderately honest,” or “deceitful.”

This is not a very “strong” kind of responsibility. I think we typi-
cally use the word “responsibility” to suggest that people are “choos-
ing” what we think of as good or bad goals. But goals (the sett ings 
of the reference inputs) are determined by higher-order systems as a 
means of controlling perceptions (and, hence, resisting disturbances). 
So there is really no “choice” in goal selection; the goal for the “hon-
esty” control system, for example, is determined by disturbances to 
higher-order variables (such as “political success”), not by the control 
system itself.

Since control systems are not really responsible (in the strong sense 
—meaning “choosing their own goals”) for their goal-sett ing, it does 
not seem to me to make much sense to judge control-system goals in 
terms of “conventional morality”—in which some goals are good, oth-
ers are bad, and the behavior of the system is judged on the basis of its 
selection of good vs. bad goals. Conventional morality assumes that 
the system is responsible—i.e., that each goal-att aining component of 
the system has chosen its goals on its own. In a control hierarchy, each 
goal-att aining component (individual control system) does not select 
its goals—it simply achieves them.

So how do we judge the “goodness” or “badness” of control systems? 
I have already suggested a way; control systems should be judged only 
in terms of how well they control (and, I should add, how well they 
allow other control systems, of the same type, to control; I don’t think 
this addendum is really necessary because an individual would not 
control well for long if it were busy screwing up fellow controllers; but 
it is possible, in the short run, to control well by interfering with oth-
ers, so I’ll leave it in).

A control system that selects goals well is a control system that con-
trols well; when you control well, it feels great. I think the experience 
of being in control like this is what religious people call grace. A control 
hierarchy can’t achieve this kind of grace if it cannot select goals well. 
A control system cannot select goals well if it is in internal or exter-
nal confl ict; and it apparently cannot select goals well if some goals 
are fi xed by belief. Both of these problems seemed to contribute to the 
tragedy in Waco.
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CSG Notes

Mary Powers
(73 Ridge Pl., CR 510, Durango, CO 81301)

This is the last issue of Closed Loop for now. Perhaps it will be revived 
in the future, but at this time the contributors we hoped to have are 
directing their energies elsewhere: to CSGnet or to papers for journals 
in their own fi elds.

On behalf of the membership, I want to thank Greg Williams for his 
time and eff ort over the past four years as editor and publisher. He 
worked for very litt le more than the satisfaction of producing an at-
tractive, professional publication, and we owe him our appreciation 
and thanks.

My main concern with ending the publication of Closed Loop is los-
ing touch with those members for whom this has been the only contact 
with the group. I will send conference information to everyone on the 
mailing list, and meanwhile I hope that they can fi nd their way onto 
the information superhighway.

CSGnet, the electronic mail network for individuals interested in con-
trol theory as applied to living systems (perceptual control theory, PCT), 
is a lively forum for sharing ideas, asking questions, and learning more 
about the theory. There are no sign-up or connect-time charges for par-
ticipation on CSGnet. The Internet address is csg-l@vmd.cso.uiuc.edu 
and csg-l@uiucvmd is the Bitnet address. Messages sent to CSGnet via 
these addresses are automatically forwarded to over 100 participants 
on fi ve continents, as well as to hundreds of NetNews (Usenet) sites 
where CSGnet can be found as the newsgroup bit.listserv.csg-I.

CSGnet can also be accessed via CompuServe, AT&T Mail, MCI Mail, 
or any other computer communication service with a gateway to Internet 
or Bitnet. For more information about subscribing to CSGnet, contact 
Gary Cziko, the network manager, at g-cziko@uiuc.edu or phone him 
at (217) 333-8577.

The offi  cers of CSG agree that members are entitled to a refund of that 
portion of dues received which was intended to cover the cost of produc-
ing and mailing Closed Loop. If you wish to receive a refund of $25, please 
contact me by e-mail at powers_w%fl c@vaxf.colorado.edu or by writing 
to the address above. Alternatively, if you would like to contribute your 
refund to the fund for student conference expenses, then do nothing. If 
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you sent in dues in the early summer in lieu of coming to the conference, 
or registered for the conference (whether or not you were able to come), 
or sent in dues aft er the conference and up to the present time, you are 
entitled to a refund.

If you have not gott en around to renewing for 1995, dues are now 
$20 (students, $5). For this, you will get conference announcements, 
perhaps other mailings about CSG doings, and the satisfaction of sup-
porting CSG and helping students whose interest in PCT we want to 
encourage. Depending on our bank balance, we might also support some 
research in a small way.

Following are some notes on recent and upcoming activities of the 
Control Systems Group:

CSG Conference, Gregynog, Wales, June, 1994: This was the fi rst 
European conference of the CSG, with participants from the U.K., the U.S., 
Germany, and France. A Proceedings is available from Marcos Rodriguez, 
Computer Science Dept., University of Wales, Aberystwyth, Wales, U.K., 
for 15 pounds. While interesting, it does not capture the fl avor of the 
conference itself, which included several presentations not included in 
the Proceedings, and which primarily served (in my opinion) to align the 
various reports more closely to the PCT perspective. I will not att empt to 
summarize these reports (participants can send their own summaries to 
this column) except to remark that PCT provided a common ground for a 
disparate crew of researchers (in robotics, computer science, experimental 
psychology, sociology, and enzyme systems—a rather diff erent mix from 
CSG conferences in the U.S.) to exchange views and learn from one an-
other. Emerging from the conference was a proposal to try to engage the 
prosthetics community in the design of control systems-oriented devices. 
An eff ort is being made to convert videos of this conference to U.S.-com-
patible tapes, and information about these will be published when avail-
able.

CSG Conference, Durango CO, July, 1994: This was our 10th conference. 
Again, I will not att empt to summarize. Videotapes of this meeting are 
available from Dag Forssell, 23903 Via Flamenco, Valencia, CA 91355 ($35 
for three six-hour tapes). A unique feature of this conference was the pre-
sentation by three educators of their experiences using a PCT approach to 
create a peaceful and orderly environment for learning in the classroom. 
Much of what they had to say is in Ed Ford’s book, Discipline in the Home 
and School (Brandt Publishing, 10209 N. 56th St, Scott sdale, AZ 85253). 
That’s a whip-cracking title, but the reality of the approach is to teach 
children who raise hell in the classroom, and who prevent other children 
from learning, to understand their own goals and learn alternative, less 
obstructive ways of achieving them.

Ongoing research: Tom Bourbon is currently developing a research pro-
gram to make quantitative measurements of performance in spinal injury 

patients before and aft er corrective surgery. Current assessments of pa-
tients’ abilities before and aft er surgery are qualitative and subjective.

Ongoing research: Bruce Abbott , Bill Powers, and Rick Marken (and 
any others who are interested) are beginning a project to reanalyze op-
erant conditioning (the matching law, etc.) in terms of PCT. This will be 
ongoing on CSGnet.

Conference: Hugh Petrie is arranging a presentation by CSG members at 
the American Educational Research Association in April in San Francisco. 
Participants will include Gary Cziko, Ed Ford, and Bill Powers.

Conference: The annual meeting of the CSG will be at Fort Lewis 
College, Durango, CO, July 19-23, 1995.

Publishing: CSG Book Publishing has transferred publishing and distri-
bution of Living Control Systems and Living Control Systems II by William T. 
Powers, Introduction to Modern Psychology edited by Richard J. Robertson 
and William T. Powers, and Mind Readings by Richard S. Marken, to New 
View Publications, P.O. Box 3021, Chapel Hill, NC 27515-3021. Contact 
New View for ordering information.
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Catalog of CSG Archive Materials

Greg Williams
(460 Black Lick Rd., Gravel Switch, KY 40328)

This lists holdings as of November 1994. Multiple copies of items 
have not been noted, and originals have not been diff erentiated from 
photocopies. In some cases, dating was made by inference from vari-
ous types of clues, such as dates on computer fi les from which print-
outs were made. Some papers published in CONTINUING THE 
CONVERSATION are actually housed in the Gregory Bateson Archive 
at the same address as the CSG Archive (given above).

Any and all additions and corrections are invited. In particular, cop-
ies of papers presented and distributed at the 1994 CSG meeting would 
be most welcome.

Many individuals have provided materials and support for the 
Archive. I especially want to thank Tom Bourbon, Bill Powers, and 
Mary Powers for giving fi nancial contributions as well as donating 
materials. Robert K. Clark, Gary Cziko, Ed Ford, David Goldstein, 
Phil Lewin, Clark McPhail, Richard J. Robertson, Philip Runkel, Stuart 
Umpleby, and Michael Yocum donated hard-to-fi nd materials.

I plan to keep this catalog up-to-date as a computer database allow-
ing quick searching for names and titles. For a copy of the latest ver-
sion of the database (for IBM-PC-compatibles running MS-DOS), send 
$10 to me at the address given above.

NOT ITEMIZED

Computer disks with CSG-related fi les, 1 box. 

Correspondence and other materials about CSG, 1 box.

“Litt le man” computer program materials, including papers, com-
puter disks, and correspondence between William T. POWERS and 
Greg WILLIAMS, 1 box.

Photographs and slides of CSG members and events.

Unpublished papers and correspondence of William T. POWERS, 1 box.
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NO DATE

BAUM, Cindy S., “Full circle,” unpublished term paper for seminar 
taught by William T. POWERS at Northwestern University, Evanston, 
Illinois, 1971-1972, 6 + 5 pages. (With lett er from Bill POWERS to Greg 
WILLIAMS dated October 8, 1989, and lett er from Greg WILLIAMS to 
Cindy STACKHOUSE dated February 5, 1990, including copies of re-
done fi gures for this paper.)

BRADY, Pat, MANIA AND ITS RESIDUAL FALLOUT, unpublished 
manuscript, 183 pages. (With lett er from Pat BRADY to William T. 
POWERS dated June 21, 1989.)

Butt on, imprinted with “I’M IN CONTROL[,] INTERGRAPH 
Distributed Publishing System.”

Cap, imprinted with “Control Theorists Do It With LOOP GAIN,” 
blue and white.

CLARK, Robert K., Richard D. CHESSICK, and Robert L. 
McFARLAND, “High speed data processing—Compromises and con-
siderations,” unpublished paper, 6 pages. (Given by principal author 
to Greg WILLIAMS in December 1988.)

Corporate seal of the Control Systems Group, Illinois.

CUNNINGHAM, W. B., M. M. TAYLOR, J. R. GABRIEL, J. H. 
DISCENZA, and T. B. BAINES, “Optimal decision support[:] A per-
ception based paradigm for decision centered information fusion,” un-
published paper, paginated by section. (Probably 1993.)

“Executive decision maker,” with “Reorganize” as a choice.

FORD, Edward E., LOVE GUARANTEED WITH ED FORD, VHS 
Videotape. (Sent by Ed FORD to Greg WILLIAMS on February 29, 
1992.)

HYLAND, Michael E., and William T. POWERS, “Qualitative control 
of human motivation: Explaining the dynamics of behavior,” unpub-
lished paper, [2] + 48 + [1] pages. (Probably 1985, possibly 1984. With 
related materials.)

HYLAND, Michael E., and William T. POWERS, “Reciprocal deter-
minism and systems analysis,” unpublished paper, [2] + 20 + [1] pages. 
(Probably 1983. With related materials.)

NEWSLETTER OF THE CONTROL THEORY CHAPTER, 
AMERICAN SOCIETY FOR CYBERNETICS, [1(1)], 2 pages. (Probably 
1985.)

POWERS, Bill, “Of angels and abstractions,” unpublished paper, 2 
pages.

POWERS, William T., “A cognitive control system,” unpublished 
paper, [5] + 18 pages. (Given by author to Greg WILLIAMS, August 
1987.)

POWERS, William T., “A feedback theory of human behavior. III. The 
negentropy function—The process of organization,” unpublished pa-
per, 8 pages. (Page numbers: 8415].)

POWERS, William T., “A new psychology,” unpublished paper, 18 
pages. (With slip of paper showing address of editor of SATURDAY 
REVIEW OF SCIENCE.)

POWERS, William T., “A non-functional analysis,” unpublished pa-
per, 2 pages. (Given by author to Greg WILLIAMS, August 1987.)

POWERS, William T., “A reply to Fowler and Turvey,” unpublished 
paper, 14 pages.

POWERS, William T., “A step toward an integrated science,” unpub-
lished paper, [9] pages.

POWERS, William T., “An approach to the nature of experience,” 
unpublished paper, 13 pages.

POWERS, William T., “Autopoeisis [sic], recursion, and control theo-
ry,” unpublished paper, 16 pages.

POWERS, William T., CONTROL THEORY[:] A NEW LOOK AT 
HUMAN BEHAVIOR, 4 VHS Videotapes, Control System Group, 
Scott sdale, Arizona.

POWERS, William T., “Control theory and the market,” unpublished 
paper, 2 pages.

POWERS, William T., “CT psychology—A new view of organisms,” 
74 pages. (Probably 1983.)

[POWERS, William T.,] “Cybernetics: A new science of life,” unpub-
lished paper, [8] pages.
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POWERS, William T., “Deriving closed-loop transfer functions for a 
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The Control Systems Group is a membership organization which 
supports the understanding of cybernetic control systems in organ-
isms and their environments: living control systems. Academicians, 
clinicians, and other professionals in several disciplines, including 
biology, psychology, social work, economics, education, engineer-
ing, and philosophy, are members of the Group. Annual meetings 
have been held since 1985. The CSG Business Offi  ce is located at 73 
Ridge Pl., CR 510, Durango, CO 81301; phone (303) 247-7986.

The CSG logo shows the generic structure of cybernetic control 
systems. A Comparator (C) computes the diff erence between a ref-
erence signal (represented by the arrow coming from above) and 
the output signal from Sensory (S) computation. The resulting dif-
ference signal is the input to the Gain generator (G). Disturbances 
(represented by the black box) alter the Gain generator output on 
the way to Sensory computation, where the negative-feedback km/ 
is closed.


